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* { Princeton VLSI Project: Semi-Annual Report

R.J. iptonL

1. Introduction
We have been officially underway at Princeton since August; hence, thisreport actually covers about three months of activity. There are three major

aspects to our project: AU. Census, and Testing.
Z AIJ

ALL our procedural language for VLSI design and layout, is now up and run-
I ing [4]. It has already been used by Dobkin and Drysdale to redesign a divider
they previously designed on a graphics system at Xerox. In addition, LaPaugh's
VLSI class has already used AUl for their VLSI projects. Dobkin is currently
beginning to explore ways to create graphics interfaces to the AU system.

AU2 the second version of our layout system is coming along well. Valdes
has already fully defined the new language and implementation is now under way

o [7]. AMl differs from AU in two essential ways. First, it is based on, what we
believe to be a much cleaner set of primitive and constructs. For instance. it
does not have the "shuffle property" so many design languages do: by this we
mean that the order of placement commands does matter. Second, ALU2 gen-
erates far fewer constraints than Al does. This is of course critical if such con-straint based systems are to be able to handle large complex layouts.

I Plans are already underway on how to best exploit the unique features of
AL2. Ramachandran has just finished a study of the cost of increasing the size
of drivers in order to speed up circuits [5]. She assumes that sizes of transis-
tors can be changed but that the layout cannot be restructured. Under these

'assumptions she can tightly bound the worst case cost in terms of area of mak-
ing the delays on all wires a "constant". Since A1U2 allows a designer to easily
change the sizes of wires and transistors we feel that such results are important.

IAlready it is common place for designers to size transistors for speedup in an ad
hoc way [6].

Also Vijayan and Wigderson have isolated a number of new layout problems
that arise naturaly when one considers the implementation of AU2 [8,9]. All
these problems concern the embedding of "rectilinear" graphs. These are

-|graphs where each edge is connected to the "left", "top". "right",or "bottom" of
each vertex. They are currently exploring the computational complexity of a
variety of layout problems here. For example, they can quickly recognize those
graphs that have planar embeddings; moreover, they can also quickly find such
embeddings when they exist.
3. Cenure

The census language is a new way to express parallel algorithms that use a'.4' fairly loosely coupled method of control [3]. Work is under way to understand
the limits and powers of such languages. North is beginning to identify those
problem areas that can be successfully mapped onto the census language. We

,A are also thinking about implementations of census, but no implementation is yet
started.

Census has been looked at from a theory point of view by Chandra, Fortune.
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and Lipton [2]. They have been able to get tight upper and lower bounds on the
size of boolean circuits with unbounded fan-in. Unbounded fan-in circuits not

':4.': only model an important class of census computations but they also model cir-
cuits such as PLA's. For example, it is possible to construct a circuit that adds
two n-bit numbers in constant time and whose size is approximately linear in n.
We are beginning to examine the feasibility of using these Ideas in real VLSI
designs.

4. Tesung
Our work on testing divides into two areas. Arden is beginning to work on

first siicon testing especially with respect to scanning electron microscopes
(SEM). He plans to be on leave this spring and work with the SEM group in Mun-
ich. In the future we expect that we will be able to use a SEM that the Princeton
Siemens group is about to get.

LaPaugh and Upton have begun to work in the area of production testing.
They have already successfully been able to completely characterize the testa-
bility of "prefix computations". Prefix computations arise naturally in a number
of places: for instance, in carry-look-ahead adders [1]. Such characterizations
link the self-test of these computations with classic semi-group theory.

Also work is under way on a new self-test strategy which we call "toggle
search". This method first generates the vector of all 0's. next it randomly
changes one of the 0's to a 1; it repeats this until all 0's have been toggled to 1's,
then the entire process begins again. Toggle search and its generalizations are
well suited to many test environments where one bit of an input can be changed
morc quickly than a whole input vector. Already we have empirical evidencc of
the superiority of toggle search over other methods. Colleagues at IBM Watson
Research have tested toggle on examples of about one thousand gates and found
that it is about three times faster than standard methods. For example, it took
about 600 thousana vectors versus 1.8 million to achieve 100% fault coverage on
one piece of random control logic. We plan further experiments to further vali-
date these results.

Finally, we have also found a way to transform any combinational logic cir-
cuit into one that is easy to test. Here by easy to test we mean that we can
detect a very large class of physical faults. The penalty for this transformation
is that the number of gates can increase by as much as 100X. We plan this com-
ing year to carefully explore this new method. In particular, we wish to both
understand the cost of the method and the class of faults it can and cannot
detect.
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VLI Layout as Programming
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Abstmet The first component of a VLSI design environment being built at Princeton is
described. The general theme of this effort is to make the design of VLSI circuits as simi-
lar to programming as possible. We are trying to build tools that do for the VLSI circuit
designer what the best software tools do for the implementor of large software systems.
The work described here is a procedural language to specify circuit layouts.

1. Introduction
1. In this paper we describe a very important component of any VLSI
design environment: a tool to automate the layout of circuits. This work
is part of an effort to create an integrated environment for VLSI design
(including layout systems, device and switch level simulators and testing
facilities) currently under way at Princeton.

4 Our main thesis is that the VLSI design task can be profitably thought
of as a progremmiW task, as opposed to a geometric editing task. We
believe that much is to be gained by consciously attempting to apply our
knowledge about programming to this new activity. We have thus tried to
create tools for the VLSI designer that incorporate the most useful
features of the software develpoment tools that we are familiar with.

Although we feel that we have had moderate success in this endeavor
we are well aware of how much room for improvement we have left, and
would like to help convince the community of people interested in the
design of programming language and programming environments that
there are fresh and important challenges in this relatively new direction.

4 A prototype of the procedural layout language described in this
paper has been operational for some months. All figures given in thiC
paper were generated by the language and all the code fragments have
been used as part of larger programs.
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2 ALl: a procedural language to describe layouts
The main feature of ALI as a layout language is that it allows its user

to design layouts at a conceptuaL level in which neither sizes nor posi-
tions (absolute or relative) of layout components may be specified.
Mostly as a consequence of this, ALI simultaneously (i) makes the layout
task more like programming than editing, (ii) eliminates the need for

• design rule checking after the layout is generated, (iii) permits the crea-
tion of easy to use cell libraries and (iv) provides the designer with the
mechanisms to describe a layout hierarchically so that most of the detail
at one level of the hierarchy is truly hidden from all higher levels.

The notion of not assigning sizes or positions to any object in a layout
until the complete layout has been described (similar to the idea of
delayed binding in programming languages), sets AL apart not only from
just about all of the graphics based layout editors we know of ([31. [41,
[7]J, [13], [17]) but also - with the exception of [14] - from most of the
procedural languages for the layout task currently in use or recently pi o-

osed, whether or not they include a graphics interface ([ 11, [41, [5], [8],

The issues that we tried to address with AU are the following.
" The creation of an open ended tool. Graphics editors tend to be closed

tools in that it is hard to automate the layout process beyond what the
original design of the system allowed. Procedural languages are gen-
erally much better in this respect. However, the fact that mo.qt such
languages require the specification of absolute sizes and positions,
makes the creation of a general purpose library of cells a hard task,
since information about the sizes and positions of the cell elements that
can interact with the outside world has to be apparent to the user of
the library. The absence of absolute sizes and positions makes this
problem much less severe in ALT. The extensibility of ALI derives frorm
the fact that it has been built on top of Pascal, thereby making the full
power of Pascal available to the designer. The generation of tools to
automate the layout process, such as simple routers or PLA generators,
involves writing Pascal routines to solve some abstract version of the
problem and having done so invoke AL cells to generate the layout.s

* Creating tools that are simple to use and easy to learn. In particular,
we want to avoid tools whose behavior is unpredictable. Many programs
which rely heavily on sophisticated heuristics respond to small changes
in their input with wholesale changes in their output. We have main-
tained a simple correspondence between the text of an AL program and
the resulting layout so that changes in the layout can be easily related
to changes in the program. This decision has simplified the system at
the cost of making it less knowledgeable about MOS circuits.

* Facilitating the division of labor. Large layouts have to be produced by
more than one designer. If the piece produced by each designer is
specified in absolute positions, serious problems are likely to arise when
the different pieces are put together, unless very tight interaction -
with its attendant penalties in productivity -- is maintained throughout
the design. AUJ allows the partitioning of tasks in such a way that the
designer of a piece of the layout does not need to know anything about
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the sizes of other pieces of the complete layout. For instance, on the
top of fig. 1 three simple cells are shown with the intended connections
between them shown by dotted lines; on the bottom of the figure, the
pieces have been brought together to form a larger piece. The stretch-
ing that has taken place has occurred without the designer having to
plan for it explicitly while considering each individual cell.

It

Three separate call and the result of
. connectin them along the dotted lines

* Facilitating hierarchical des F. Even when a single designer is
" involved, the ability to view a layout as a hierarchy, with as much infor-

mation about lower levels completely hidden from higher levels, is
extremely useful. In AUl, the information about a given level of the
hierarchy needed at the level immediately above is reduced by the
absence of absolute sizes and positions, to topological relations among
the layout elements of the lower level visible to the higher one.

Ale %;:
Z'4_ t
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*Reducing the life cycle cost of layouts. Modifying a layout to be fabri-
* cated on a new process, or to make it conform to a new set of design

rules, is currently a costly operation. Yet successful designs seem to be
more or less continuously updated as improved processes become avail-
able during their lifetime. Fig. 2 shows two instances of a simple layout

* produced with AUl. The instances are the result of running an ALI pro-
gram twice changing exactly fourt constarnts in the prog'ram in between
runs (those that specified the sizes of power and ground buses). This
type of flexibility addresses the problem directly. An ALI program can
be written naturally so that all layouts produced by it are completely
free of design rule violations, no matter what the values of the con-
stants used in the programs. Therefore the need for costly design rule
checking of different instances of a layout (see fig. 2) can be avoided.
The same ALI program can also generate layouts using different design
rules by running it with a new module incorporating the new design
rules.

*To avoid the need for special purplose conmuting equipment. ALI can
be used effectively from a standard ASCII terminal in combination with
a small plotter shared by several designers. All the algorithms used in
the inner cycle of AUI require linear time, therefore permitting the use
of just about any machine and guaranteeing fast turnaround on smaill
layouts. Furthermore AUI replaces design rule checking by a hierarchi-
cal process that can be performed separately on the individual pieces of
the layout. For example, after checking that each of the pieces shown
on the top of fig. 1 is free of design rule violations, their combination
shown on the bottom of the same figure will be guaranteed by ALI to be
free of rule violations regardless of the stretch that takes place as a
consequence of connecting them. AUl in fact requires far fewcr comput-
ing resources than many design rule checking programs.

We feel that AUJ succeeds in partially solving most of these problem.
We do not claim however to have made the layout task trivial. To use a
software metaphor, we feel that AUl elevates the work of the layout
designer from absolute machine language programming, to program-ning
in a relocatable assembler with subroutines. This not only makes the
task more pleasant but makes new and more powerful tools possible
such as loaders, linkers and compilers in the case of software. Similar

( tools for the VLSI world - which would indeed simplify the layout task
enormously - remain, however, to be written. AUI should stand or fall
with its ability to allow such tools to be built: whether we are right in
believing that we have a framework in which these tools can be marc
easily implemented will not be known until our efforts in that direction
succeed or fail.

The remainder of this section is devoted to a survey of the main
features of AUI and a brief discussion of its current implementation

*.V
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2. I. An overview of Al
The basic principles of ALI are quite simple. A layout is regarded as

a collection of rectangular objects (with their sides oriented in the direc-
tion of the axes of a cartesian coordinate system) and a set of relations
among these rectangles. The AU user specifies a layout by declaring the
rectangles (also called boxes) of which it is composed, and stating the
relations that hold between them. ALI then generates a minimum area
layout that satisfies all the relations between boxes specified in the pro-
gram. For example, fig. 3 shows a trivial ALI program and the layout it
produces.

chip **;
CUBA

hnumnber=- 10;
Iongth= 20;
uA 1hm 6;boztype

=twe army [ .. nrumber] ofmttl;

be:
horisonal : Atwe;
verffal : metal;

4 fort. I to hYnumbeP-1 do begin
above (hooisontalli, hori.ontal [+1])
glueright (hovrsontal[t, ertal)
X7Iore (hovisoyital [t]. len~gth)mnd"

glueright (ho.rfxo[tal[hnmber], v t ical);
ior (horixonta[hnumber], Lteith);

wmore (w rcla, ui4th)

I'I.S
A simple ALI program and the layout it produces

This program looks very much like a Pascal program: it consists of a
declarative part, followed by an executable part. To declare a box the
user specifies its name (horizonta or vertical in the example). and iis
type, (metal - a predefined type - in the example). The standard box
types correspond to the layers of the physical layout. As the example
also shows, the AU user can define structured objects (an array in the
example). Further details on the type structure of ALI can be found in
section 2.2. 1.

The relations between the rectangles that make up a layout are
( specified in AU through calls to a small set of prinitive operatwns in the

., executable part. All such operations take as arguments boxes and possi-
I bly values of standard Pascal types (integers in our example). In our

example above, glueright and zmore are primitive operations. The primi-
tive above specifies that its first argument must appear above the sceond
one in the final layout, the primitive ghoighut extends its first argument
to the right to intersect its second argument, and xmore makes the size

Si . - , ' , e "" -'''" "''' - . '''" '"-. '..' -. " , '- * -... " .. " , .. " . .".
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of its first arguments along the x axis at least as large as the value of the
second argument. Note that in this example ALI has determined the

* mnimum separation between the horizontal elements as well as the
minimum sizes of boxes not specified by zmore (such as the height of the
horizontal metal lines) by accessing a table of design rules. More inf or-
mation about the type structure and the primitive operations of ALI is

S, given in the next section.
When an ALI program is executed it generates two kinds of informa-

tion. It produces a set of linear inequalities involving the coordinates of
the corners of the boxes in the layout as variables. These inequalities,
which embody the relations between the rectangles of the layout, are
then solved to generate the positions and sizes of the layout elements. A
brief description of the problems involved in this step can be found in
section 2.3.2. The program also produces connectivity information about
the rectangles in the layout. This information can then be used by a
switch level simulator that predicts the behavior of the circuit as laid out
whithout having to perform the ususal "node extraction" analysis.

In order for the layouts produced by an ALT program to be free of
design rules, the program must be complete, in that every pair of rec tan-

*1 explicitly in the user program by virtue of being arguments to a primitive
operation, or they may be related through the transitivity of the sepdra-
tions. The reason for this strong requirement is to prevent the area
minimization process from shoving together rectangles thdt were
intended to be separate (see section 2.3.3 fo a discussion of complete-
ness).-

ALI helps the designer to achieve this goal by generating certain' rela-
4,? tions between layout elements in an automatic fashion, arnd by checking

on request whether this condition is satisfied. It is however the responsi-
bility of the user to make an ALI program complete in this sense, as the
computational cost of doing any sophisticated inference (beyonid the
transitivity of relations such as above) is prohibitive [161.

2.2. Main features of All
This section describes how AUI appears to its user. Its three siubsec-

tions deal, in turn, with the type structusre, the pr~imitive operatis of
4. the language and the cell mechanism. AUI has been built on top cf Pasca&l

and has inherited most of its features. In the interest of shortening this
S section we have assumed a certain familiarity with the general features of

Pascal.

2..1. Type itructure
As the example of fig. 3 shows, the objects manipulated by AL! are

declared by stating their name and their type. The types of ALI have the
same structure as the Pascal types. Objects can be of a eimple type
(boxes) or of a struct'urnd type.



..

There are a small number of stand.rd types, all of them simple. The
standard types correspond to the layers of the process to be used to
fabricate the layout (metal, poly, diff, itmpl, cut and glass in the NMOS
version currently implemented) plus the type virtual, used to name
bounding boxes and having no physical reality in the fabricated circuit.
For example, in the program of fig. 2, the declaration

vertical : metal

specifies that the rectangle named vertical on the final layout should be
on the metal layer. ALI will use this information to generate constraints
on its minimum size and its separation from other layout elements.

Structured types are of two flavors: array (a collection of objects of
the same type) and bus (a collection of objects of heterogeneous types,
much like records in Pascal), which correspond directly to the array and
record structured types of Pascal. AL, like Pascal, permits the creation
of new user defined types that can be either simple or structured. For
example, in fig. 3, the fragment

htype = array [I.. number] of metal

inside the boxtype section of the program, creates a new type, htype,
each object of that type made up of a number of metal rectangles, and
the fragment

horzontal : htype

inside the box section, creates an object of that type named horizontal.
In a similar fashion the type declaration

" shiftbus = bus
phl, ph2• metal;
vdd : metal,
data : d ff;
gnd : metal

end
I

creates a user defined type, allowing the user to create objects which
consist of four metal boxes and a diffusion box. The types of the corn-
ponents of structured types are arbitrary: the user can define arrays of
buses, or buses containing arrays.

The accessing of the elements of arrays and buses is done as in Pas-
cal. Thus if x is of type htype then z[i] refers to the i-th element of z, and
if y is of type shtiftbus then y. data refers to the diffusion box of y.

Although the structured objects are generally used by ALI simply as a
naming mechanism, they are also used in conjunction with the cell
mechanism (discussed in section 2.2.3) to automatically generate separa-
tions between boxes. We will be more precise on this point when we
describe the cell mechanism of ALl.

, o1

-...4
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Like Pascal, ALl is a strongLy tyed language. The primitive opera-
tions know about certain type restrictions and generate type mismatch
errors if operations are attempted with rectangles of inappropriate
types.

2.2. Primitive operations
The relations between the rectangles that make up a layout are

specified in ALl through calls to a small set of primitive operations. All
such operations take boxes (i.e., objects of simple types) as arguments.
In the program of fig. 3. above, glueright and zmore are primitive opera-
tions.

It is not important to know the actual primitive operations of the
current version of ALl to understand its operation. As a gross measure of
its complexity we can say that the system currently implemented -
based on NMOS as described in [12] - has about twenty primitive opera-
tions which can be arranged in the following groups:
1 Separaton primitives: such as above in fig. 3, which specify that their

arguments must be separated in a certain direction in the final layout.
The minimum amount of space between boxes separated in this manner
depends on their types and is supplied by AU from a table of design
rules.

2 Connection primitives: such as glueright in fig. 3, to specify that their
arguments -- which must be boxes in the same layer -- are to be joined
in a particular manner.

3An inclusion primitive, inside, that specifies that one box is to be
placed inside another. The minimum distances between their edges are
again suplied by AUl from a table of design rules.

4 Minimum size primitives: such as zmore in fig. 3, which specify the
minimum size of a box along a certain direction. Default minimum
sizes are provided by ALl from a design rule table.

5 Transistor primitives, which create depletion mode and pass transis-
tors.

6 Contact Primitives, which create contacts between layers and connect
boxes to them.

Note that no absolute positions or dimensions for any rectangle can
be specified with these primitives. All the rectangles of a layout can be
stretched and compressed (up to a minimum size) and all can float in any
direction. If one single characteristic is to be used to separate ALI from
other layout systems, this must be it. Most of the power of AlA and most
of the problems one faces in its implementation are consequences of this
fact.

It is important to remember that in order for a layout produced by
ALl to be free of design rule violations, any two rectangles in it must be
related in some way. ALI will make no inferences as to the relations
between boxes beyond those implied by the transitivity of some primitive
operations (i.e., if above (a, 6) and above (6, c) are stated, above (a. c)
need not be stated). Although the system generates a good number of

6 1 1, . -. . . , .. ...-, €,. * *,p ,* ~ . . * .~ .. . . ,. . .. .** , . , . . . .. .. ...... .. *. ... '
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relations automatically for the user, particularly in connection with the
cell mechanism (see the next subsection), there is still a fair arriount of
drudgery left for the user in making sure that this requirement is met. A
brief discussion on the computational complexity of the automatic gen-
eration of relations between boxes can be found in section 2.3.3.

2.. Cells
Perhaps the most powerful feature of AL is its procedure-like

mechanism for the definition and creation of cells. A cell is a collection
of related rectangles enclosed in a rectangular area. Rectangles that are
inside a cell are of two types: local which are invisible to the outside, or
parameters which can interact in a simple and well defined manner with
rectangles outside the cell.

A cell is defined by specifying its local objects, its formal parameters
and the relations among all of them. Once a cell has been defined, it can

"-:'.. be instantiated as many times as desired by specifying the actual param-
eters for the instance, much the same way as one invokes a procedure or

""-' function in a procedural language. The result of instantiating a cell is to
create a brand new copy of the prototype described in the cell definition
with the formal parameters connected to the actual parameters.

A cell definition is made up of a header, in which the formal parame-
ters are described, a set of local boz declarations and a body in which the
relationship between the parameters and the local boxes, as well as those
among local boxes, are specified.

The header describes the names and types of the parameters and the
:.4 side of the bounding rectangle through which they come into contact with

the inside of the cell. The header of a cell (using the type shiftbus
defined in section 2.2. 1) and an instance of it are shown in fig 4.

cdl sh~t (left I shifibus; rigbt r shofbus)

4 .

A sample cell definition header
• and an instance of the cell defined

'I,,
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Cells may have any number of parameters on each of their four sides.
The order in which they are listed in the cell header describes their rela-
tive positions. Horizontal parameters (i.e., those touching the cell on the
left or right) are assumed to be listed in top to bottom order and vertical
parameters in left to right order.

The body of a cell is very much like an AU program. For example, fig.
5shows a complete cell definition that consists of a variable number of

shift cell instances connected sequentially together with two of its
instances. Note that cells are instantiated by the create statement, and
that the parameter list of the cell contains both box parameters and
other parameters (an integer in this case) in separate lists. Note also
that recursion has been used to define this cell; this highlights the fact
that AL! has the full power of Pascal at its disposal.

When an instance of a cell is created it can be given a name, provided
that the name given has been declared as a rectangle of the standard
simple type vitual. The relationship of the rectangle bounding a newly

* created cell to any other rectangle of the layout can be specified in the
standard manner by calls to the primitive operations. This is a vital
feature since in many cases (i.e., above, below ... ) stating a relation
between two cell instances cl and c2 immediately implies a relation
between every pair of rectangles r I and rL such that r I is part of c I and rT2
part of c,,.

There are two important ways in which the cell mechanism helps in
-~ the automatic generation of constraints between boxes. When an object
N of a structured type is passed as a parameter to a cell, its component

boxet, are separated from top to bottom (if it is a left or nglbt argument)
or from left to right (if it is a top or bottom argument). The order of the
separation is determined by applying recursively the following rules:Ii array elements are separated ordered by their indices and bus elements

4 in the order in which they were specified in the bus declaration. Thus, in
the example of fig. 5, the components of parameter inbas would be
separated from top to bottom. The second mechanism involves the
automatic separation of cells that share a parameter; thus in the exam-
ple of fig. 5, the individual instances of shift are separated automatically,
since adjacent instances share a parameter.

The cell mechanism gives the AU user the ability to describe layouts
in a truly hierarchical manner. A proper AU design, very much like a well
structured program, will consist of a hierarchy of cell instances with only
a small amount of information at a given level (the parameters of the cell
instances at that level) being visible from the immediately higher level.
For example, the layout given in fig. 2 consists of four instances of the
same cell stacked vertically. That cell in turn is defined in terms of three
other cells, one of them being the cell shown in fig. 1, which is in turn
defined in terms of three other cells.

Much of the power and generality of the cell mechanism of AL! comes
'a,. from the absence of absolute positions and sizes in a layout specification.

In particular, two instances of the same cell may have radically different
sizes depending on the actual parameters used to create them, as
exemplified by figs. 1, 2 and 5. We believe that no cell mechanism can be

a,. eSt



-12-

- 4

, caD shtftregwter ( left tbur : sAtbUs;
right out : AVOWs

(eng ( : *eger,
box:

temp Sufftbm;s

ben,Uf Legth - I thein
4 agate sP~ft (*Inbu. oeuss

elm begin
aeat. a#Kfl (*&buu. tm
cmte swPregirter (tem. mt-.s) (etk -1)

etd

49

Dig.5
A cell definition and two inotances of it

f generated by a simple AL program

said to be truly general u ,- *he sizes of its arguments and local rec-
tangles, as well as their rei, e -tances are determined at the tune the
cell is instantiated.

There are some penalti, involved in the use of the cell mechanism
In particular, Al generates separations between cells in a mainer which
is oblivious to what is inside them. That is, the minimum separation
between cells as far as ALI is concerned, is the maximum of all the
minimum separations for two layers in the design rules, thus creating a
certain wastage. We believe that this penalty will be generally a small
percentage of the total area and is well worth the advantages gained by

% % ;.V*. ,* . 1 * - . . . . . .. *.
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the ability to separate cell instances as units.
Another source of wastage is the fact that cells are restricted to be

bounded by a rectangle. so the packing of cells that have irregular shapes
results in a certain amount of unused space. The rectangular shape of

* the cells is a fundamental characteristic of ALI: The introduction of irreg-
ularly shaped cells is simply not possible without completely redesigning
the language and. However, the waste introduced because of this restric-
tion can be avoided in most particular cases through some code
modifications.

* . 2.3. Implementation issues
The previous section described the user view of AU. In this section

we discuss briefly some of the problems to be solved when trying to go
from an AUI program to a layout that satisfies the relations stated in it.
We first give an overall description of the system as currently imple-
miented, then discuss the method used to assign locations and sizes to
the layout elements and then the concept of completen~ess and how it is
checked.

Z.3. 1. Overall implementation
I The current version of our system has been implemented as follows.

The ALI program is first translated into standard Pascal. The resulting
Pascal program is then compiled and linked with a precompiled set of
procedures that implement the primitive operations and the resulting
object module is then run. The output of this programn (generated
entirely by the primitive operations) is a set of linear inequalities and

41 connectivity relations amnong the layout elements. The inequalities are
~~ then solved to generate a layout or examined by a program thdt ch.tecks
*., .~their logical completeness, and the connectivity information can be used

to simulate the circuit laid out.
The design rules are incorporated as a table which is used by the

primitive operations to produce the linear inequalities. Thu~s chargin
£ the design rules for our system requires only to change this table.

%4 4

2.3.2. Placement
As explained above, one of the results of running an All program is a

set of linear inequalities that embody the relations between the layout
elements. These inequalities are of the following simple form:

AtX~ (ao
where the variables are the coordinates of the corners of the boxes that
form the layout and the constants are either user supplied (as in the
second argument of the wnore primitive, for instance) or extracted from
the table of design rules by the system itself.

4, 4,.
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This set of inequalities should be solved so as to generate placement$
for the boxes that compose the layout in such a way as to minimize its
total area. In order to perform this task efficiently, we require that no
inequality in the set involve both z and y coordinates. This restriction
allows us to minimize the total area by minimizing the maximum z and y#
coordinates of any point independently, at the cost of reducing the range
of the relations between boxes that we can express. We cannot, for
instance, handle rectangles whose sides are not parallel to the cartesian
axes or express aspect ratios directly.

We have now a sufficiently simple problem so it can be solved in time
proportional to the number of inewqualities in our set. (All layouts that
can be expressed in AU can be generated by a program that produces a
constant number of inequalities per rectangle). This is done by a version
of the topological sort algorithm [11] applied to the x and y coordinates
independently. This algorithm assigns to each point the lowe~t possible
coordinate while minimizing the largest coordinate of all points.

The form of the inequalities that we allow is rather restrictive; it is
sufficient however, to describe the design rules given in [12] for NMOS,
and the efficiency gained in return for this simplicity seem to us like a
good tradeoff . A more subtle consequence of the simplicity of the ine-
qualities and the method we use to solve them is that undesirable
stretching can occur, since we have no way to specify a maximum size for
any object. This is not a common occurrence and the user can in all
cases guard against such stretching by the careful selection of the primi-
tive operations used. It is nonetheless an additional burden placed on the
designer.

The choice of an efficient placement algorithm over expressibility
power and a reduced degree of user convenience has been quite cons-

N: cious in this particular case. We feel that every reasonable measure
should be taken to keep the complexity of the placement problem linear,
given that the size of layouts is currently large (107 rectangles) and is
growing fast. Widening the class of linear inequalities acceptable is
almost certain to make linear time solutions impossible (2].

Z.3.&. Completeness
S. AU programs do not involve absolute sizes or positions of boxes, and

are, to a great extentindependent of the design rules. These characteris-
tics make it clearly desirable to insure that the layout described by a

A program will be free of design rule violations in a way other than check-
ing the finished layout. The following paragraphs describe a way of insur-
ing freedom from design rule violations in a manner that is independent
of the actual design rules used to generate the final placement. The
description may be somewhat cryptic; the interested reader is referred
to [16] for further details.

A layout generated by an AU program is complete if for any two
* boxes a and b whose types make it possible for them to interact in the

.e. 10final 
layout, either
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(i) a and 8 are explicitly stated to be in contact by some primitive
operation, or

(ii) a and b are, explicitly or through the transitivity of prlimitiv'e rela-
tions, stated to be separated in either the z or the y direction by a
minimum amount which depends on their types.
From this definition, it should be clear that testing completeness of a

cell instance involves computing the transitive closure of a graph. There-
fore the complexity of the operation will be 0(n 5 ), where n is the number
of boxes in the cell. It is thus not feasible to test a large layout for corm-
pleteness in a direct way.

Fortunately, completeness can be checked hierarchically. Let us
look only at the objects at the highest level of the hierarchy of boxes that

p defines a layout, i.e., those boxes (including cell boundaries) defined gIc-
bally in the ALI program that generated the layout. If these objects are
related in a complete manner and the cell instances used at this level are
also complete, then the whole layout is complete.

Thus one can check the completeness of a layout by successively
checking cell instances for completeness, thereby reducing the complex-

4 ity of the process to O(ms) where mn is the largest number of boxes local
to a cell instance in the layout. This process can be reduced further.
since not every cell instance needs to be checked. For example. if a cell
is defined by a straight line program, checking one instance for com-

j pleteness suffices, as one instance of the cell will be complete if and only
if all of its instances are [118]. The case of cells with branches and itera-
tion is not quite as simple. Yet we are confident -- and our experience
tends to confirm this belief - that checking the completeness of a few
carefully selected instances of any cell definition will be enough to
guarantee that the cell definition is complete.

The end result is that completeness has the flavor of a static, almost
syntactic, property for all non malicious examples, and is much easier to

6 check in a well, structured layout than design rule freedom by the stan-
dard means on the final layout.

Finally, a word about the possibility of taking an incomnplete layout
specification and automatically completing it. The general problem of
generating an optimal completion is NP-Complete, but the simpler ver-
sion of generating any completion for graphs embedded in a grid (as our
layouts are) seems to be solvable in O(nt) steps. The question of how
much area will, be wasted by such a completion algorithm will have to wait
for some experimentation, but there is no question of its usefulness.

N 2Z4. Experience with AUl
The current implementation of AU has shown the soundness of most

of our original ideas. The system is efficient and the language easy to
learn, and the layout it produces are relatively dense (for example, an ALl
program written without concern for area optimization produced a layout
which was about thirty per cent larger than a similar layout packed by



,

q,"-16-

hand on a graphics editor. Unfortunately, this evidence has been gath-
ered mostly from people who had a hand in designing or implementing
AL. Perhaps a more reliable evaluation of AL, ought to wait until a sub-
stantial number of users not involved in its design can give an informed
opinion. We hope to obtain this evidence before long, since ALI is

currently being used in a VLSI design course.
The fact that very little effort was invested in error recovery for the

sake of expediency in getting a prototype running, and that no mechan-
ism for integrating separately produced layout pieces was provided meke
the current system useful mostly for teaching purposes and experimen-
tation. It must be emphasized that this is a result of implementation
choices, and not of any intrinsic limitation on the approach we have
taken.

The problems of the current system which we plan to address with
the next version are the following:
(1) Memory requirements. The solution of the system of linear inequali-

ties requires large amounts of memory. We will use a different algo-
rithm which is slightly less efficient in terms of time but requires an
order of magnitude fewer memory locations for a typical large lay-
out.

(2) Pascal problems. The current AL has exactly the same type struc-
ture as Pascal. The lack of generic types and dynamic arrays has
made the task of writing general purpose tools (PLA generators.
routers...) inside AL more difficult than it ought to be. The next ALI
will have the notions of generic types and dynamic arrays.

(3) Connecting primitives. Certain objects, such as contacts, are used
frequently enough to warrant making them part of the language.

(4) Separate "compilation" facilities. Clearly, large layouts will have to
* be generated in pieces, which is something that our current system

4 cannot do.

C,
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*1. introduction

The problem we address in this paper is an embedding problem for a class
of graphs which we call rectilinear graphs. These graphs are important in many

SVLSI layout problems. In fact, this problem arose in the implementation of ALI
[8.7]. a procedural language for VLSI design currently under development at
Princeton. An embedding algorithm can be used to automate the production of
VLSI layouts in many procedural design systems.

Consider the following model for VLSI layout design. A VLSI layout is
described hierarchically using calls and wires that connect the cells together.
Each cell C is enclosed within a rectangle R(C), and has four tuples of pins. one

4each for the left, top, right, and bottom of rectangle R(C). Each wire w is
denoted by a pair of pins (Pipj), such that p1 and p1 are pins of different cells
and are of opposite types. For example. itf 1 is a right pin then pj should be a
left pin. Given such a description of a VLSI layout. our aim is to produce an
embedding of the description on the plane, such that (t) no two bounding rec-
tangles touch each other. (it) the pins appear in the correct order on the
bounding rectangles, (Wi) the wires are straight and rectilinear, and (4u) no two
wires cross each other. Later on. we can fill each bounding rectangle R(C) with
the embedding of the call C in the same manner.

The restriction that wires cannot be bent may seem unrealistic, but this is
certainly the case in many design systems Including ALI. If a wire has to be
bent. the user specifes that by breaking up the wire into several stright wires
and placing calls at each of the turn points of the wire. In AU, for example, the
user can incorporate routing algorithms in a ALl program to determine how the
wires are to be bent. The restriction that wires cannot cross implies that we are
dealing with the wires on a single layer. For a layout with multiple layers, it i
clearly necessary that the wires on each layer do not cross.

To solve the above embedding problem. it is enough to consider only a sim-
pie restriction, where each bounding rectangle has at most one pin on each side.

4' We can then treat the bounding rectangles as vertices and the wires as edges,
which leave in one of the four cardinal directions. We give the name rectiowar

*- ......,,, . .,.... ,. -..,. s.., ......... ,-. ....*,



graphs to such graphs. The embedding problem of rectilinear graphs is our
4 main concern in this paper.

For VLSI applications, we need efficient algorithms to recognize and then
actually embed rectilinear graphs. In this paper, we present an O(u) recogni-
tion algorithm and an 0(nO) embedding algorithm. where ' is the number of

I vertices in the graph Thus, a hierarchically described VISI layout with cell

instances C,Cg,. ,C6 can embedded in time O(us). where Yk is the

number of pins in cell instance C.

An embedding of a rectilinear graph is just a relative placement of the ver-
Stices ( cells ) on a rectangular grid, such that no two edges cross. Some of the

relative placement information is already present in the description of a rectil-
inear graph. 'or example, if (a.6) is the rightgoing edge of vertex a. then a
should be to the right of b. and s,b should be on the same horizontal grid line.
Hence, an embedding can be viewed as a "completion" of the rectilinear graph

I description. We showed in a different paper [9] that the completion problem for
a slightly more relaxed VLSI layout model is NP-complete. In light of this result.
the results in this paper have become more important.

.i,9 In section 2. we present formal definitions of rectilinear graphs and their
embeddings. In section 3, we mention some properties of rectilinear graphs. We
discuss some topological properties of the embedding. in section 4. A necessary
and sufficient condition for biconnected rectilinear graphs to be embeddable is
presented in section 5. A similar condition for arbitrary rectilinear graphs is the
main result In section 6. We also describe a 0(n) recognition algorithm in this
section. In section 7, we use the ideas of the previous sections to obtain an
0(ue) embedding algorithm. An Important subclass of rectilinear graphs is dis-
cussed in section 8. In section 8, we discuss extensions and open problems. For
definitions of graph theoretic terminology used in this paper, please refer to
[1.2].

a. Definition of the Prblem

-:.. First we give a formal definition of a rectilinear graph.

Denition . 1: A rectif ar grah G is a triple (V, E, A), where V is the vertex
set, E is the edge set, and

S\:VxV. E U ei , where E = L,RD,Ui

.9., is a wates ordAng relatiton with the following properties:
Sfor every a,b e V and X E

(t) ((.b)) = c o a,bjE

* (ordering is specified only between adjacent vertices)

(41) X((a.b))= L - A((b,a)) = A((&.b)) D * X((b,a)) = U.

4/!
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, (4 ) A.((,b)) = X " ((cb)) ig X, Vc vo a (no overlapping edges).

Each vertex in a rectilinear graph has degree at most four, and each edge
(a.b). as it goes from one vertex a to the another b. has a nonempty label on it,
which in the embedding will indicate the direction (left.right, down, or up) in

*i * which the edge leaves vertex a. There can be at most one edge with a particular
label emanating from each vertex. The undirected graph G(V.E) will be
referred to as the utderlying graph. Figure 2.1 (like all other figures) gives an
illustration of a rectilinear graph.

R

F'igure 2.1
A rectilinear graph

Now we define what sort of an embedding we are looking for.
, Denition 2.-: An embedding of a rectilinear graph G(V,E,X) on a rectaga r

grid is given by two mappings z, V: V-. Z ( the integers ) which are the x and y
4'- ~coordinates respectively of the vertices. These mappings obey:

1. the ordering relation, A, i.e. for all edges | ,b I E E

( A((uL.b)) = L - (a) =v(b), z(a) >z(b),

X((,))R . y()=y(b), z(a)<z(b),
X((i,-)) = D z(a)=z(b), y(a)>y(b),

.V' X((,zb)) = U -z (a)=z(b), y(a))<y(b).

2. Planarity, no two edges cross, i.e. for each pair of non-adjacent edges

.a,b Ic.d I such that A((a,b)) = R and X((c ,)) = U. the condition

*. a(a)!sz(c)!9z(b) and y(c)!Sy(a)sV(d)

does not hold.

An embedding of a rectilinear graph on a rectangular grid is one in which
the vertices are placed at grid points, the edges run along grid lines in the direc-
tions given by their labels, and no two edges cross each other except if they

-v share a vertex. We say that a rectilinear graph is embeddable if it has an
embedding. We will show in the next section that not all rectilinear graphs are
embeddable.

*,*-4
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Now our main problem can be stated simply: Given a rectilinear graph
G(V,E)). is it embeddable, and if yes, find an embedding.

S. Some Comments on Rectilinear Graphs

Rgure 3.1
Two nonembeddable rectilinear cycles

Figure 3.2
Two nonembeddable rectilinear graphs

whose biconnected components are

In this section we list some properties of rectilinear graphs and their
embeddings. These will give an indication of why the problem is not trivial and
why it is different from other embedding problems, and in particular. planar
graph embedding [3,5].
1. Embeddability is a hereditary property. Subgraphs are defined in the usual

fashion, but here the labels of edges are Inherited. This is obvious, but
worth mentioning, because this will be used in the proofs.

2. If each connected component of a rectilinear graph is embeddable then the
graph itself is ernbeddable. So, without loss of generality we will restrict
ourselves to connected rectilinear graphs.

3. Rectilinear graphs with nonplanar underlying graphs are clearly not
embeddable. So it is not interesting to consider those graphs. However, not
every rectilinear graph with a planar underlying graph is embeddable. In
figure 3.1, we have two simple cycles which are not embeddable.

.,

.I , , , , - , : -' -? : ., ' ' .' , , .' -. . . .' ---, , -: -; , . .., ., ., , . , .. . .. , , . , _ .. . . .., , , ., , . .. . - -
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-, 4. In contrast with planarity, embeddability is niot a property determined by
"* the biconnected components. Figure 3.2 provides an illustration of this

tact.
5. This problem is a restriction of an NP-complete problem [9,11]. For each

wire w, we are given its orientation (horizontal or vertical), and a set Vw of
vertices. The wire w has to pass through each vertex in the set Vw (the ver-
tices could be touched in any order). Then, the embedding problem
becomes NP-complete.

6. If we relax the rectilinearity of the edges and impose only the cyclic order-
ing of the edges at each vertex, then there is an 0(1 VI) algorithm [10]. The
cyclic orderings automatically determines the faces of the embedding (if
one exists). Thus a embeddable rectilinear graph has a unique embedding in
this sense.

4. Topological Structure of Embeddings

CA

t

X((ub ccde fgh)) L LURDR UL
Figure 4.1

The extension of X to paths.

There is a natural way to extend the function X to paths and cycles in the
graph as follows. Given a path P = (i 0,v I, • ' • ,v) we define
A(P) = )((v0,v))-((vivz))""" ?X((v-j.1,)). We define a similar extension for

cycles where now vi = vo. X becomes a mapping that associates with each path
.* or cycle in the graph a string in E * which is the concatenation of labels along the

path or cycle. Note that strings containing RL, DU, LR, UD as substrings do
not represent paths. Also the direction in which we traverse a path and the
starting point in a cycle are important. An example of this mapping can be found
in figure 4.3.

Next we define two topological actions on rectilinear graphs. These actions
will simplify a rectilinear graph while preserving its topological structure. Let G
be a rectilinear graph.

Action I - Ee Contraction: Let (abc) be a path in G such that both b and c
have degree 2, and X((abcd)) = XYX where X, YE E. Contract the edge (b ,c) to
the vertex b. The resulting path (mbd) will have A((bd)) = XX. We abbreviate

& ', . -'., e ¢:'.. ';. **".' * . .-
'. ..-- '- .-. ,",' ,."*. -,"," .'.'.-." *.,,. - .". ..-- " " . * " .. ., - ;- "-',- "-...-,
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- .. Figure 4.2
N ..: Edge contraction and vertex deletion

-" ' ~this action by xlT-aAX"( figure 4.2(1) ).

"- Action 2 - Vertex Deletion: Let (abc) be a path in G such that vertex 6 has

/. degree 2, and ,((abc)) = XX where X C E. Delete the vertex b and introduce
.4

s
• . the edge (a,c). The resulting edge (a.c) will have A((a,c)) = X. We abbreviate

this action by AX - X ( figure 4.2(2)).

In a natural way we can define inverses for the above two actions which we

,.v will refer to as edge expansion and vertex addition respectively.

.4. Leamma 4.1: Let G be a rectilinear graph and G' be the graph resulting from G'a *'.by the application of a sequence of the above four actions. Then G' is also rectil-

inear and moreover G' is embeddable if and only if G is embeddable.
Proof: The proof is easy and is left to the reader. *

RDLDR R RDLDRULDLURDLU -. RDLU

., •Figure 4.3

Simplification of a path and a cycle

* DefinItion 4.1: Given a string *1 c E' representing a path or a cycle, the
a'vnpfled form I of y is obtained by repeatedly applying the reduction rules
XYX -* XX aiid XX -* X, where X, Y E E, until they cannot be applied any more.

If y represents a cycle then it is treated as a cyclic string.

4 fIn figure 4.3 we give a path and a cycle along with their simplified forms.

a" , '. , "'. % """" . . . , - """"""% "% % , " . -' 
-

, ' ' " " " "., . . -' " ' -.. " -. "'' -. '-
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-- 's Lemma 4.& Every string y C E. has a unique simplified form.

* Proof: The replacement system defined by the two reduction rules have the
Church-Rosser property [8]. a

"*! Definition 4.2: A sguar. is one of the cyclic strings LURD or LDRU.

Sometimes we may distinguish between two squares by their starting labels.

DefnitiMon 4.& A spira is a path which cannot be simplified. Equivalently a

& .'spiral is a substring of (LURD)* or (LDRU)*.

Lamma 4.3: Every path is embeddable.
Proof: Every spiral is embeddable. Since any path simplifies to a spiral (by
definition ), by lemma 4.1 it is also embeddable. a

So it is the cycles which make the problem nontrivial. The following lemma
is a crucial fact about cycles.

Lemma 4.4: A cycle is embeddable if and only if it simplifies to a square.
Proof: if: A square is embeddable and hence by lemma 4.1 any cycle which
simplifies to a square is also embeddable.

only if: Let f be an embeddable cycle and ?(f) = -. By lemma 4. 1, the

4 cycle defined by 3 is also embeddable. Let I-I = n. Look at the embedding of .
Since it has no crossings the embedding is a simple polygon. Therefore the inte-
rior angle of this polygon sum to (n -2). 1800. Since T is a spiral all its interior
angles are 900. The only solution to n. 90 = (n -2). 180 is n = 4. Therefore 5 is a
square. *

-!The proof of the previous lemma suggests another useful characterization
of embeddable cycles. Going along a cycle f = V • • • V1 in the counter-
clockwise direction, let us denote by pf (v1 ) the angle at vertex vii which is the

angle between (v -,vj) and (vjt+j).

I Lamma 4.5: A cycle f = V ... tvj1 4 is embeddable if and only if

q....)= = (n*2).180.

Proof: Suppose f is embeddable, then its embedding is a simple polygon.

Depending on whether we sum the Interior angles or exterior angles we should

" get (n *2). 180.

To prove the sufficient part we show by induction of n that f simplifies to a
• S, quare. The possible values for 9of (t) are 90,180,270'. The basis for induction is

= 4. In this case the given sum of the angles is either 360' or 1080° . which
implies that each angle is either 90° or 360° respectively. So f must be a

square by Itself.

Assume that the claim is true for all values less than na and let n > 4. If for

• -',. - -. . . ...



some t, 9; (v,) = 180o . then ,(v-jwtvt,) XX. We can apply vertex deletion at
It to obtain f = I" .. •%-av+l, , , %• I1 , Then

I9(') = u(,) - Of (N) = (('n -1)*2). 180-. and by induction we are done.
This leaves the case where all angles are either 90a or 270°. Since t > 4

*-. and 1(f) = (n *2).180 ° not all the angles can be equal. Hence there must be a k
such that Vy (uk) i pf (vA+). Hence we have \(v _.lv,% +lt +2) = XYX. Apply

" edge contraction to obtain f = vi - -"u,- ,+g ... vnwl. The edge contrac-
tion removed 3800 from the angle sum and added 180°. Hence
,9(1r') = (v-)).80". •

Defnition 4.4: A complement of a path P with respct to a squw- a is any
path Prin the graph such that PPcis a cycle which simplifies to A(PP) = a.

Lemma 4.6: Given a path F, all its complements with respect to a square 0,
which have the same start and end labels, have a unique simplified form.
Proof: Let A(P) = a = XXe" • - X.. Since a is a spiral we have XY = X for
i = j (4). Assume that k > 4 and that the spiral a and the square a are either
both clockwise or both counterclockwise. Then a must be a substring of a. Since
a is a cyclic string we can assume that a = XXgXX 4 .

Let Pc be a complement of P with respect to a and let XTPI) :. Since
k > 4. P must spiral in the opposite direction to a. Since both a and P are
simplified, ap can be simplified only at the borders between the two strings.
Write P = PIdPp 3 , such that X = a We are allowed to shift P3 because ap is a
cyclic string. Then it is clear that P1 c |A-sX,Xt.cj and P3 F- ItX 1 X1XJ. P2 is
the 'essential part' of P. Since aI k and a=4, we must have IPa k-4.
From the possible values of P1 and P3, and the fact that P is a spiral opposite in
direction to a , we can conclude that Ae = 4-4-2 ... X4. We used k > 4 in
order for 92 not to be an empty string. Therefore

,P = IsXX.-.,jXt n • -- X4 tX 1 ,XnX 4j, which is unique but for the start and
end labels. The arguments in the cases where a and a are in opposite directions

. and for k & 4 are similar. *

,~ .5. Blconnected Rectilinear Graphs
In this section we discuss an algorithm for recognizing biconnected rectil-

inear graphs. Note that the ordering relation X induces a cyclic ordering of the
edges incident at each vertex v. For convenience we will need the following
definition.

4 l.DefinItion 5.1: Let v be a vertex in a rectilinear graph G. Define LO(v) to be the
cyclic list of the neighbors of v in G in the counterclockwise order.

Using these lists, we can define the essential notion of a candidate face of a
biconnected rectilinear graph.

p .i

b p j

4 .".. ."" ' ',":. ' '-.'*."","',"-~.* "" "'- " . : "" " " "" "" ... .. ,. ,,..,..... .... .,. . . . .. . . ... . ,
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CF(e) = 2,1,5.4,3.2 and Cfe(e) = 1.2.7.6.5.4.3.2
Flgure 5.1

Candidate faces

Defiatian 5.. Let G : (V.EA) be a biconnected rectilinear graph. With each
edge a = (v 1,vg), 1vI > va3 t we associate two lists of vertices called canaddate
faces CF, () and CF(e) which are defined as follows.
CFI(e) = v I.v, 2• k. ,% + I where wt n0 -u for Q o wk+, 1. 1 and + I = wt
for some i, 1 ! 1 < k-1, such that for each . 1 < I k + 1 , +1 is the successor

of vst in the cyclic list Lc(toj). CFI(a) is similarly defined but starting with
CF1 (V.

It is easy to see that CF, and CF2 are uniquely defined. An illustration of
this definition is given in figure 5.1.

We now need a lemma about biconnected undirected graphs. Let us define
a biconnected graph to be mnimal if for every edge a in the graph G-e is not
biconnected. The following lemma is taken from [2] and is stated without proof.

lm 5.1: If G is a mf.mal biconnected graph having at least four vertices
then G contains a vertex of degree two.

Lomma 5.M* In any biconnected graph G which is not a simple cycle, there is a
simple path P = (v ,,u),((vv),v. -,(t,_..v.-,vr), r a 2, with the intermediate ver-
tices ( f any ) wt 1 1,v all having degree 2, such that the graph G' = G-P is
biconnected.
Proof: Transform the given graph G to another graph G" by replacing all paths
of the form P a (tj 1,.).(v2,v8),• ,( v -. ) where the vertices t. i o 1,r all
have degree 2, by the edge (vl,-u). So for each edge a in G" we have a
corresponding path P. in G, Note that the degree of any vertex in G" is at least
three. If G" has multiple edges between some two vertices, say u and , then In
G there must be at least two parallel paths between us and w . Since G is not a
simple cycle any one of those paths will serve our purpose. It G" does not have
multiple edges then it must have at least 4 vertices. By lemma 5.1 G" cannot be
minimal. Therefore there is an edge a in G" such that G"-e is biconnected.

t For eomvenience we 8mume that V In sent o inttegers.

-.- - . . . . . . .. . .. .. . . . .. .. . . . ..* . . ...* . . . .* *. . . . . . . . . .
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Which implies that G-Ps is also biconnected.
The following theorem gives a necessary and sufficient condition for a bicon-

nected rectilinear graph to be embeddable.

Vv, V. v,..,

I 6

VA" L.,: ----- V 4,

Figure 5.2
Two possible embeddings of CFz(e)

i II

6SDI.

Figure 5.3
The two cycles f j, g and the path P

Theorem 5.1: Let G = (V.E,X) be an biconnected rectilinear graph with at least
three edges. Then G is embeddable if and only if for each edge e in the graph
both the candidate faces CF1(e) and CFe(e) represent simple embeddable
cycles in the graph (Le. the starting and ending vertices are identical, and it-. .' simplifies to a square). Moreover, It the graph is embeddable each such distinct

( candidate face corresponds to a face in the planar embedding.

* Proof:

only if: Supposing for some edge e=(1 ,u), CF1(e) is not a cycle, i.e
CFi(e) = l,ve., ' • -. kw+ 1 withv t = v%+, for some i.1 < < k-i. Suppose G
is embeddable. Look at the cycle t,' ,Y,%+j in the embedding. Suppose
that the edge ("t-,"t) is inside this cycle. There can be no other edges
(iv s) i • I k *&xide this cycle, otherwise u would have appeared instead of
vj+I in Cr,(a). From the planarity of the embedding, there dhn be no path from
"--I to wt other than the edge (u_-,vt). This contradicts the biconnectedness of

G. The case where (vt-Ivj) is outside the cycle is similar ( both cases are dep-4 I icted in figure 5.2).
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Suppose CP'(e) is a cycle but is not embeddable. Since CFj(e) is a sl
ggraph of G, 0 itself cannot be embeddable. Smila arguments holds for CPt(@).

(: The proof of this part is by induction on the number of edges. The basis
for the induction are simple embeddable cycles, for which the claim is true by

'lemma 4.4. Assume that the claim is true for any biconnected rectilinear graph
which has less than k edges. Let G be a biconnected rectilinear graph which is

4 not a simple cycle and which has k edges. By lemma 5.2, there is a simple path
P = (v 1 .ti),(wg,Qa), - • • ,( -(. .) with the vertices vi, i 1,r all having degree
2, such that the graph G' = G-P is biconnected. v, and %. will have degree
greater than two. Also assume that vI > wz and as1  = (i 1,v2).

Since all our candidate faces are cycles, if an edge a lies on a candidate
face f then either CF1(s) = f or CFg(s) = f. So each edge will be present in
exactly two of these candidate faces. Hence the path P will appear in CF1 (e 1)

and its reverse path will appear in CFz(e 1). Let

f1I = CP1(f 12) M 1 I2* Wr- I 1 V I
f g = CFg(e 12) = 1w-," " 1 ,w. " ,., and

fs = V "11v. , ,%.1& 7 . 1. • •LV 1.
Ar It follows from the definition of the candidate faces f I and f 2 that the vertices

usvg, ws appear consecutively in that order in L(v 1 ) and that wA1 ,v1r-,.
appear similarly in L0 (uv) ( see figure 5.3 ). Therefore for each edge in f I or Jr
which is not in P, the new candidate face in G' will be f 3 which is a simple cycle.

We still have to show that fs is embeddable. Since f/I and f1! are both
embeddable p(, 1) = (r+jt2).180* and p(fs) = (r-+k*2).180 . However, since

f I and f g share the edge a it is implied by the definition of candidate faces
that g,(f 1) = (r+j+2).180 and , ( g) = (r+k+2).180° is impossible. With a little
bit of algebraic manipulation we can show that p(/s) = ((j +k +2)*2). 180". Since

f a has j +k +2 vertices by lemma 4.5, it is embeddable. Thus the candidate faces
. for G' are the same as those for G, excepting for fs replacing the two faces I

and f 2. So for each edge in 0' its two candidate faces are again simple embedd-
able cycles. By Induction hypothesis G' Is embeddable and each distinct candi-
date face corresponds to a face in its embedding. The orderings of the edges at

6 the vertices v I and %. imply that the end edges (wg) and (v-I,v.) of the path

P are both trying to go inside the face corresponding to f 3.

We are left to show that we can add the path P back without destroying

embeddability. Find any rectilinear path P In the face corresponding to fs inthe embedding of G', that starts and ends with X((vlwg)) and A((w.-.,.w))
respectively. This is clearly possible although we may have to extend the grid in
order for P to lie on the grid lines. P creates a face in the embedding with the
path P, =iwzt u2" ••v 1 -. If Is is not the outside face then
K(TjM = X7j3 = X = a. The case when f 3 is the outside face is slightly
more complicated. There are two such different paths P depending on the new

outer face that is created. However, for one of the two the above holds and sup-
pose this is the one we chose. By definition both P and P are complements of

%o
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P1 with respect to a. they also share the same start and end labels, and by
lemma 4.8 we have XP = X(P-1. Therefore G'+P' can be obtained from G by
applying a sequence of the four topological actions, and since G'+P' is embedd-
able, by lemma 4.1 G is also embeddable. It is easy to see that the two new

faces we get after inserting P in the embedding of G' correspond to f 1 and f s.

The above theorem leads to the following algorithm for recognizing embedd-
iable biconnected rectilinear graphs. The algorithm also outputs the faces of the

embedding if the graph happens to be embeddable.

Algorithm check-biconnected(G);
begin

if G is an edge then retun;
if IE I > 31Vl-BUen 9;

* , we( not embedkabe');
quit

for each edge a do
begin

mark[e, 1]:= false;
mark[e ,2]:= f se

and,
for each edge a do

for f. = I to 2do
begin

if not mArk[e .i] then
begin

f :=cwuddate-fce( e. i;
If not embed -cycle (f ) then
begin

,mife ( 'not embeddrIs');

for each edge e' = (v ,.,) In f do
9 u I > up then mark[e'.1]:= true
else mark[e',2]:= true;

oUtt (f)
ndd

-*%" e d.
a-an

Boolean function smbed-cycle(f) returns value true if f is an embeddable
cycle. If f is a cycle then we simplify using the reduction rules and check if we

end up with a square. This can be done in time linear in the size of f. Function

;a,...,,-"..,..,
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call can'didae-face(ei) returns the candidate face CFt(e) and the function can
be implemented exactly as described in definition. 5.2. In the calls to this func-
tion, each edge a can be traversed at most twice, due to the flags mark[e ,1] and
marke. ,2]. Therefore the algorithm runs in time 0(1 VI). We conclude this sec-
tion with a lemma which will let us identifly the outer face in a rectilinear graph.

Le-mma 5.& Let G be an embeddable biconnected rectilinear graph. For all
interior faces f In the embedding of G, P(f) -(n-2).180 , and for the unique
exterior face f. p(f.) = (n+2).180o.

,.,. Proof: Consider the embedding of G. The faces of the embedding are deter-
mined by G, and are simple polygons in the plane. By the definition of g, for

" every interior we count the interior angles, and for the exterior face we count
the exterior angles. The lemma follows. (Remember that if G is a simple cycle,
the embedding has two faces ).

1'1

' r -- - r

(40

- . . Figure 5.4

Shapes U and W

Lemma 5.4: Let G be an embeddable biconnected rectilinear graph, fs the
exterior face in its embedding and v a vertex on f.. If p1,(v) = 1800 then G

can be embedded inside a polygon of shape U, as shown in figure 5.4a. If
= 270' then G can be embedded inside a polygon of shape W, as shown in

figure 5.4b.
I Proof: Easy and left to the reader. a

6. Articulation Vertices

In this section we examine the conditions under which the embeddability of
the biconnected components of the graph implies the embeddablity of the
graph itself. Clearly, this will depend on the way components meet at articula-
tion vertices. In figure 3.2, we showed two examples of nonembeddable rectil-
inear graphs, each of which decomposes into two embeddable biconnected rec-
tilinear graphs.

In those cases, the two biconnected components are not "compatible" at
the articulation vertex. However, the situation need not be so local. Figure 8.1

- . .N .i . .* *~ . * -,,.*.-. . . . . . . . . .

.;,.....2: >- :..., ... . .C: :. ... -. ......... "



!-14-
'I. I

RFgure 6.1Decompositions of nonembeddable graphs

depicts two nonembeddable graphs, each of which decomposes nto three
embeddable biconnected components, so that the components meeting at each
articulation vertex are compatible. Note that an edge is a (trivial) biconnected
component.

If v is an articulation vertex In a graph G, then its removal results in
several connected subgraphs Gj of G. We will refer to the subgraphs G1+v, as
the subgraphs neet&ig at v. Throughout this section we will implicitly assume
that we are dealing with rectilinear graphs whose biconnected components are
embeddable.

Deftion 6.1: Let B, and Bs be two nontrivial biconnected components of a
rectilinear graph G that share an articulation vertex -w. Then B, and B, are said
to intviw e If the horizontal edges at w belong to B, and the vertical edges
belong to B2. We also say that v is an Werlace vertex. Any articulation vertex
that does not have this property is said to be ntowracw-free.

Lemma 6.1: A rectilinear graph C which has an nterlace articulation vertex V Is
not embeddable.
Proof: Let B, and Bg be the two biconnected components sharing the vertex t.
Since B, and Bs are nontrivial, the horizontal edges at v lie on a cycle in B, and
the vertical edges lie on a cycle in Bs. It is impossible to draw G on the plane
without these two cycles crossing.

DeiWUon 6.2: Let B, and B, be two non interlacing biconnected components of

G that share an articulation vertex v, and assume B, Is nontrivial. Then B, issaid to be f.t k B, ( or B dominates Bg at j ) if either (i) v is not on the exte-
rior face of B1, or (ii) edges (vu) and (v,w) at the vertex v are on the exterior
face of B, and u, are consecutive n that order in Lc(i) ( note that they arealways consecutive n LB(v) ). If neither B, dominates B, nor B, dominates B,
then B, and B2 are said to be outside each other.
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The intuition behind the above definition Is that In the embedding, one
:.% biconnected component must lie wholly inside some face of the other if one

edge of it does. This is due to the planarity criterion. Clearly, if biconnected
T, ,components B, and Bz that share an articulation vertex v dominate each other,

the graph is not embeddable (this is the case in figure 3.2b).

Let B, and Bi be two biconnected components of a graph C that share an
A. articulation vertex v, such that B, dominates BR. Let G' be the subgraph of G

meeting at v, that contains B2. If C is embeddable then in any embedding of C,
all of G' should lie inside one face of B1. This suggests extending the relation
"dominate" as follows:

Definition 63: Let B = BIB, • B•,l be the set of biconnected components
of G. We say that B dominates B1 if there exists a biconnected component Bt
and an articulation vertex v, such that (i) B and Bi share v, (ii) A dominates
B& at v, and (i() B and B are both subgraphs of the same connected sub-
graph meeting at v.

Let us denote by V(G) the vertex set of the graph G and by E(G) the edge
set.

Lemma 6.. If in a rectilinear graph G, there exists some pair of biconnected
components B, and B2 that dominate each other, then G is not embeddable.
Proof: If B 1 and BR share an articulation vertex v, then as mentioned earlier G
is not embeddable. Suppose that B and H2 are disjoint. Since B, and B2 dom-

_.. hinate each other, there must be articulation vertices wpv biconnected com-
ponents Bl',B2', and subgraphs G1,Gs, such that for i = 1.2, (i) B. and Bt' share
i,- (K) Bi dominates Bt' at vi, and (iii) Lj is one of the subgraphs meeting at ut
and contains B'. Let us assume that G is embeddable. From (i) vg E V(GI),
(Ui) G, lies wholly inside BI in the embedding, and (ii) V(G) V(B 1) = v11d, we
can conclude that v2 must be properly inside a polygon defined by the face f I of
B 1 containing v I. Similarly i should be properly inside the polygon defined by a
face f 2 of B 2 containing V2. Therefore some vertices of f2 must lie outside f

4 and the two faces must intersect, and hence G is not embeddable. u

Given a rectilinear graph G, with set of biconnected components B and set
of articulation vertices A, we can construct a tree T of biconnected components
such that V(T) = AuB, and E(T) = B(vB) I v FA. B E B, v E V(B).

- Lamina 6.3: Let G be a rectilinear graph with the set of biconnected com-
-.: . ponents B and tree of biconnected components T. Let B be a leaf in the tree T

which is adjacent to an articulation vertex v of degree 2 in 7'. If B dominates B'
the other biconnected component adjacent to v in T, then B dominates every

4, other biconnected component in B.
4. Proof: The only two subgraphs meeting at v are B and G-B+v and the proof

follows from definition 8.3.,

.- •.. , . -. *. , . . . . . . - . .,
.5. . . .. . .. . . . .. .. . . . . . . . . • , . . . . . . , .
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"" If no two biconnected components dominate each other, then the relation
"dominate" induces a partial order on B. A nondominating element in this partial
order is a biconnected component which does not dominate any biconnected
component.

Corelary 6.1: If for a rectilinear graph G, "dominate" is a partial order, then
there exists a nondominating biconnected component which is a leaf in the tree
T of biconnected components.
Proof: Any trivial biconnected component (which is just an edge ) must be non-
dominating. If any vertex n 7' ( corresponding to an articulation vernex in G ) is
adjacent to two leaves, then either the two leaves are nontrivial and not dom-
inating, or one of them is a trivial biconnected component. If no vertex in T Is
adjacent to two leaves, then all leaves are adjacent to vertices of degree 2, and

V. there are at least two such leaves. If two of these leaves are dominating, then by
lemma 6.3 the two leaves dominate each other which is a contradiction that
"dominate" is a partial order. In fact all of these leaves must be nondominatng.

Theorem 6.1: Let G be a rectilinear graph and B its set of biconnected com-
ponents. G is embeddable if and only if
() every biconnected component B in B is embeddable,
(i) every articulation vertex in G is interlace-free, and
(W) "dominate" induces a partial order on B.
Proof: The necessary part follows from lemma 6.1 and lemma 6.2.

The sufficient part is shown by induction on the number of vertices. The
basis for induction is any biconnected rectilinear graph. Let G be not bicon-

*>' nected with I V(G)] = n. Assume that the claim is true for all smaller graphs.
Look at the tree T of biconnected components. By corollary 6.1, there exists a
leaf B in T which is nondominating. Let u be the articulation vertex shared by B
and G' = G-R +v, the rest of the graph. G' being a subgraph of G also satisfies
the conditions of the claim. By induction hypothesis G' is embeddable. By condi-
tion (i), B is also embeddable. If B is a single edge it is easy to add the edge to

. the embedding of G'. Assume B is nontrivial. Since B is nondominating, v must

lie on the exterior face f. of B and (i, () (v 900 (why?).

Embed G' and B separately and consider the vertex v in both embeddings
If 9p(w) = 1800, then v is on only one edge in C'. Add- new grid lines to the

- I embedding of G', create the shape U as shown in figure 6.2a, magnify the embed-
ding, and embed B in the U as in lemma 5.4a. If p,$(a) 2700, then v is either

Won Just one edge In C', or on two perpendicular edges In G'. In both cases, add

4., new grid lines, create the shape V and embed B as shown in figure 6.2b.

Before we describe an algorithm for testing embeddability, we need an algo-
4 rithm for testing whether "dominate" is a partial order on the set of biconnected

components. From the tree 7 of biconnected components, we construct T a

-.%

. . . ..
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0*t

,B

Figure 6.2 W)
Adding B to the embedding of G'

partially directed tree as follows. Assume that no biconnected component dom-
inates and is dominated at the same vertex. If so then "dominate" is not a par-
tial order. Direct edge (u.B) from B to v if B dominates at v. Direct edge
(v.B) from w to B if B is dominated at v. Leave all the other edges undirected.

4 This partially directed tree T can be constructed in linear time as follows.

4 Find the faces of each of the biconnected components using the algorithm
check-biconnected. This takes 0(1 Vf) time. Check for dominations at each
articulation vertex as described in definition 6.2. There are at most 4 bicon-
nected components at each articulation vertex and hence there are at most 12
(ordered) pairs to be tested for domination ( in fact only 2 tests are necessary,
how? ). Construct T by directing the edges of T as described earlier. Note that

'eq articulation vertices and biconnected components can be found in 0(1 VJ) [I].
For each vertex z in T, denote by din(z), de(z). and d(z), the number of
incoming arcs, the number of outgoing arcs, and the number of undirected

" y edges respectively. The rest of the algorithm is given below.

Algorithm check-dominawe-po(G);
begin

construct T;
for each vertex z in T do

fI ifi (z) > 1 then
begin

* .1w-Ite ( Wot apatal order');
quit

end-
SI seac (T) then umre ( Ves. parhtlorder')

elm uri-e ( hot a portiW order')

function search (7): boolea,;
I begin

It T = 4 Lhen searc:= true

"'5-"..- ' ' ' " " " * * 
"  
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elm begin
'If 9 B C Bwith dw (B)=O., (B)+d(B)=1 then

begin
LAt -w be the neighbor of B;
If 41t (w)+d(w)+d(v)=I then search:= seach(?-IBI)
elm search:= earch(T-B ,)

ad ese earch:= false
end

The above algorithm can be easily shown to be correct using definition 6.3
w and corollary 6.1. The boolean function search can be implemented nonrecur-

sively to run in linear time by maintaining a queue of the leaves of T.

Given the biconnected components and articulation vertices, checking that
the articulation vertices are interlace-free can be done in 0(1 VI) time. Let
check-interice-free be a procedure that checks a given articulation vertex for
interlace-freedom. We end this section with a 0(1 VI) algorithm for testing
embeddability of rectilinear graphs.

Algorithm check-rectinwe(G);
begin

Decompose G into its biconnected components;
for each biconnected component B do check-bicoanected(B);
for each articulation vertex v do check-WterLace-free (v);
check-dominate-pa (G)

end
.. ."

7. An Embedding Algartthm.
In the previous section we gave an algorithm for testing embeddability.

This algorithm can be easily modified into an algorithm which gives an embed-
ding. However, the complexity of this naive algorithm would be 0(I V IS). The rea-
soning is as follows. The path P that we find in the proof of theorem 5.1 could be
0(1 VI) long. For each topological action that we apply on this path to transform
it to the path P, we update the coordinates of the vertices in the embedding
once. Thus for each path added we require 0(f VI2) time. There can be 0(1 VI)

- such paths and hence the complexity of the algorithm is 0(1 VI3). To reduce the
complexity to 0(1 V I)), we have to make sure that the path P is never longer
(asymptotically) than the path P. In this case the sum of the lengths of all such
paths P' is 0(1 V), and the 0(j V2) complexity follows, In the following, we show
how we can always find such paths, describe the algorithm, and analyze its com-
plexity.

Lemma 7.1: Let 0 be a planar biconnected multigraph with minimum degree

4 ::::::::::::::::::::::
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three. Then any embedding of G has an interior face of size at most five.
4 Proof: The dual G' of G is also a planar graph. Since G has minimum degree 3,

Gd is a simple graph. Hence G" has at least two vertices of degree - 5 [2]. G is
biconnected and hence one of the vertices must correspond to a face of size !c 5.

ba

i &LnMm 7.2. Given an embedding of a planar biconnected graph G, which is not a
cycle, there is a simple path P, such that (i) the interior vertices of P all have

degree 2, (it) the end vertices of P have degree ; 2, (tft) P appears in an inte-
rior face f inthe planar embedding, and (iv) 5. 1P I L- If 1.
Proof: As in the proof of lemma 5.2, transform G to G' by replacing all paths
with property (i) and (U) by edges. By lemma 7.1, G' has an interior face f of
size at most 5. The longest of all the paths in G corresponding to the edges of f
will satisfy conditions (iii) and (iv). .

To get an embedding of a given rectilinear graph, we first test if the graph is
embeddable and then apply the following algorithm.

Algorithm embed-rectiiznear(G);
begin

for each biconnected component B do embed-bicowncted (B);
joiLn -the-em b eddgs;

end

Algorithm ewmbed-bicoiuwcted(B);
begin

p. get-Iong-puth ( P. P1. a');
C embed-biconnected ( B - P

flnd-pth-im-emibeding ( P', PI, o );
.aply-actions-and-transform ( P'. P)

end

,*' Procedure get-loq-pzth returns paths P,PI, and square a, such that P
i I satisfies the conditions of lemma 7.2, and the interior face f = PP simplifies to

a. By lemma 7.2 such a path exists.

Procedure flnd-pcath-i-embeddtng traces a path P in the embedding of
B-P, such that P' starts and ends in the same directions as P, and P'P

.4 simplifies to o. P' and P are both complements of P1 with respect to the square
a. Since PP1 is an interior face, P' can be obtained by starting in the required
direction, then following the path P1 in the embedding of B-P, and ending in
the required direction (figure 7.1). This will result in P being a complement of
P, with respect to o. We have P1 = 0(1P,1 )= O(IPI).

-. , Procedure pply-achtions-and-trnsorm applies a sequence of the four
.. topological actions to P in the embedding of B-P+P' and transforms it to P

thus resulting in a embedding of B. This is done by first simplifying the path P

..

'.%
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L. - - J

8-P

6? Figure 7.1
Finding the path P' in the embedding of B-P

Fiue .L_.I J

a-P~pl ure7.2

Path addition, simplification and expansion
and then expanding the simplified path to get the path P (fgure 7.2). The

number of actions applied will be 0( I P+ IP'I) = O(1 P 1).

Procedure join-embeddings takes the embeddings of the biconnected com-
ponents and puts them together to get an embedding for G. This is done essen-
tially following the proof of theorem 6.1. Find a nondominating component B.
Recursively embed G' = G - B. Join the embeddings of B and G' using the
shapes U or I as shown in figure 6.2

The algorithm can be shown to be correct using the material developed in
.6*'. **the previous three sections. We now analyze the complexity of each step in the
,* algorithm and show that the total complexity is 0(1 Vi).

u- I Procedure join-embeddings updates each coordinate at most once per
- recursive call. The total number of calls is bounded by the number of bicon-

nected components. Hence this procedure takes 0(1 V12) time.

Procedure get-log-pjath can be implemented to run in 0(1 V I) time each
time it is called. Remember that we can get the faces of a biconnected graph

I from the testing algorithm, and searching all faces to get the required face
takes linear time. Procedure ftnd path-t-embedvig takes O(1P 1 1) = 0(1 VI)
time. These two procedures will be invoked at most 0( IV I) time. Hence total

6 ** 'd '..'
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time spent in these calls is 0 V

Procedure njpiy-s&ciww-nd-trwforrn applies a sequence of 0(1 P I)
actions. Each edge in G will appear in only one such path P. Hence the sum of

the lengths of all such paths P is 0(1 VI). Each action updates at most 0(1 VI)

coordinates. Therefore the time spent In calls to this procedure is O(1 V18).

B. Consistent Rectilinear Graphsu
Certain rectilinear graphs cannot be drawn on the grid even if we relax the

." .. planarity criterion. We say that a rectilinear graph G(V.E.,) is consisten if it
.w., ~ can be drawn on the grid satisfying the ordering relation X. In other words, G is

consistent if the set of equality and inequality constraints generated in part 1 of

* 4 definition 2.2 is consistenL.

The equality constraints define an equivalence relation on the set of coordi-

nates of the vertices of G. Let us denote by a (z) the equivalence class contain-
ing the coordinate z. Denote by Is and 1. the sets of x-coordinate and y-

N coordinate inequality constraints respectively. Construct two directed graphs
Q E.) and Q,(V,.41 as follows:

V = e(z) j z =z(a),a E Viand E. = I(zlsz) I z 1 >zz c.I

V and F, are similarly defined.

It can be easily shown that G is consistent if and only if the two directed
graphs G, and C1 are both acyclic. A solution to the coordinates which satisfies

the constraints will correspond to a nonplanar embedding of G on the grid. This
*-,. can be obtained by performing the topological sort operation [4] on the two acy-
.s U

-lic digraphs. In fact this will yield a solution that minimizes the area of the rec-

tangle bounding the embedding.

In a nonplana embedding of a consistent rectilinear graph on the grid. all
crossings are between horizontal edges and vertical edges. The vertical edges

4" can be assigned one layer, and the horizontal edges can be assigned a second

layer. In other words the 'thickness' [2] of a consistent rectilinear graph is less

than or equal to two. A generalization of the rectilinear graph embedding is the

problem of embedding a rectilinear graph with layers preassigned, in which no

two edges belonging to two different layers cross. This remains an open prob-

lem.

9. Rztenslons and Open Problem

.: As mentioned in the previous section, the embedding problem for layer

assigned rectilinear graphs is still to be solved. This has important applications

in VLSI. It is easy to show that if a rectilinear graph is allowed to be discon-

nected, then the optimal area embedding problem is NP-complete ( reduction

from two dimensional bin packing ). However, the question is open for con-

nected rectilinear graphs.

a.
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On a more theoretical side, we can define 'triangular'. 'hexagonal' and other
polygonal graphs, and consider the embedding problems on appropriate grids.
However. it seems that the work in this paper does not generalize easily. This is

Smainly because these polygonal graphs lack the nice simplification properties of
rectilinear graphs. Geometry seems to dominate over topology in these polygo-
nal graphs.

We conclude with a note that our 0(1 VI') embedding algorithm will be
Implemented In ALI. In All, layouts are described in a hierarchical fashion, and
hence the algorithm can be applied hierarchically on a cell by cell basis. In this
case the complexity of obtaining the embedding Is the sum of the quadratic
complexity over all cell instances.
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On Driving Many lAng Lines in a VlI Layout

Department of Electrical Engineering and Computer Science
Princeton University
Princeton. N.J. 06544

Abstract We assume that long wires represent large the resistance of a long wire can be ignored and that the
capacitive loads, and investigate the effect on the area of wire can be viewed as a large capacitive load whose capa-
a VLSI layout when drivers are introduced along many citance is proportional to its length. This view is also
long wires in the layout. We present a layout for which presented in [MR79] and is supported by Blardi. Pracchi,
the introduction of drivers along long wires sguares the and Preparata [BPPOI] who solved the diffusion equation
area of the layout; we show. however, that the Increase in for a long wire and suggest that. for predicted future
area is never greater than this. If the driver can be laid gains in technology, the wire can. indeed, be modeled as
out in a square region. We also show an area-time trade- a purely capacitive load. For such a load. it is well-known
off for a single long wire by which we can reduce the area that the delay can be reduced to the logarithm of the
of its driver to O(L'). < 1. from 9(1). f we can tolerate a capacitance by introducing a sequence of drivers which
delay of S(1'-) rather than O(log 1); and we obtain tight occupies area proportional to the capacitance [MCBG].
bounds on the worst-case area increase in general lay- In this paper, we assume that the wire can be
outs having these drivers, using the Brouwer fixed-point modeled as a purely capacitive load. We address the fol-
theorem. We also derive results for the case when drivers lowing question that arises naturally in this context, but
are embedded in rectangles that are not square. Finally, has not been examined before: What is the effect on the
we extend the use of our upper-bound technique to other area of a lapout uA n drisur ore ntrodh ced to speed up
layout problems. sirgsn along miny long ures? We justify our

capacitive-model assumption by appealing to the simula-
tion results of [BPPa1]. Further. f a long wire must.

1. 1ttroduono indeed, be modeled as an RC-network. then the introduc-
tion of repeaters to reduce the delay will increase the

The presence of long wires in a VLSI layout slows area only by a constant factor. This is because such
down the performance of the circuit due to signal propa- repeaters are of constant size. and a long wire may thus
gation delays. This effect can be minimized by using a be modeled as a sequence of short wires connected by
driver at the bead of each long wire. However. the nodes of fixed size. In the capacitive model, on the other
drivers themselves occupy space, and the question hand. the area occupied by a driver increases with the
arises whether drivers can be introduced efficiently length of the wire it drives, and thus. drivers cannot be
when there are many lone wires In a layout. For exam- abstracted as constant-size nodes. In tact. we show that
pie. consider the simple case of a long bidirectional wire. there can be definite area penalties when there are
A driver needs to be introduced at each end of the wire, many drivers in a layout. Our results are of particular
and the presence of each driver increases the length significance for upper-bounds in area-time products for
along which the other driver has to drive the signal. A VLSI layouts, since most previously derived bounds have
large network with many long wires may contain several ignored the delay along long wires. Either linear delay
instances of mutual interactions of this and other kinds, should be assumed along connecting wires (this would
and it is not clear whether drivers can be introduced in represent either "RC" wires with repeaters, or "capaci-
an area-efficient manner under these conditions (or even tive" wires without drivers), or the area expansion
whether they can be introduced at all). This is the prob- caused by drivers for capacitive wires should be taken
lem we analyze in this paper. into consideration; alternatively, some intermediate

The question of delays along long wires is a complex design for drivers can be used from the spectrum of
one. and no consensus has been reached as yet on the designs we suggest in section 4. But upper-bounds
correct way of modeling this. Some papers (e.g.. [BKOO]. derived using constant delay along all wires, and no area
[VO0]) assume that a constant propagation delay models expansion for drivers do not model the physical situation
the current situation quite well. But It is generally well.
accepted that this is not a good approximation of the For a wire of length 1. the most familiar type of
physical situation. Mead and Conway [MC8O] and driver occupies *(I) area while reducing the delay from
Chazelle and Monier [CM61) suggest that a wire is basl- *(I) to *(log 1). In this paper, we present a layout for
cally a distributed RC-network. and the delay thus is pro- which the introduction of such drivers along long wires
portional to the square of Its length. This delay can be spars the area of the layout; we show. however, that
reduced to a linear delay by using repeaters along the the increase in area is never greater than this. if the
wire. Linear delay is also the asymptotic limit imposed driver can be laid out in a square region. We prove the

Iby the speed of light. Thompson [110,P TOI] suggests that upper-bound by a new technique that uses a fixed-point
.... Ktheorem; we believe the proof technique is important in
This reseomh mu rppol in p% by 1111P under Gym K9 its own right. We also show an area-time trade-off for a
00300, nd in pwL by DARPA undor ON(R 11000 -K-0549. single long wire by which we can reduce the area of itsdriver to S(1),<I. from *(I), If we can tolerate a delay
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of 0(Li '5 ) rather than 0(log 1); and we obtain bounds on
* the worst-case area increase in general layouts having 4 -

these drivers. again using the Brouwer fixed-point _ _..__ __

theorem. We also examine the case when drivers cannot | drier j wire u
be laid out efficiently in square regions.

VThe paper is organized as follows: Section 2 presents
P.- the VLSI model we use. In section 3 we present a graph

on at vertices with 9(n) long wires for which the layout figure 1
area expands from *(n t ) to 0( 4 ) after introducing A driver introduced along
drivers for the long wires. Section 4 examines the area- part of a longwire
time trade-off for drivers, and seations 5 and g use the
Brouwer fixed-point theorem to And general tight upper-

, bounds for the area expansion causcd by drivers in arbi- constant k. 7hi is not strictly true. since the driver has

trary layouts. Section 7 generalizes the technique to a transistor whose channel is (1) wide. and hence it is

other layout problems, and section 5 concludes the more naturally laid out in a long, narrow rectangle.

/ paper with a review and some open questions. Clever design methods, however, such as the use of a
zig-zag poly line for the gate in MOS technology, can be
used to overcome this problem. We have more to say on

It The Meal this point in section 6.

We assume a layout model similar to the one used

by Thompson[TSOl and Lieiserson(L0]. The VLSI circuit is cut 1
abstracted as a graph having bounded vertex degree and - -
it is embedded on a planar grid subject to the following A

I constraints:ct2
1) Each vertex represents a processing element and

*i occupies a constant area. Distinct vertices of the graph
are embedded at distinct grid intersection points.
2) Edges have unit width and are routed along grid lines

with the restriction that no two edges touch one another
except possibly when crossing perpendicular to each -k -V- >
other. Also an edge cannot be routed over a vertex it0

4 does -ot connect. Each edge represents a connecting
wire. We will refer to an edge as a twre or a ,t, iver k 7

e assume that we are given such a layout for a cir-
cuit with certain edges identified as long wires. Note that

the number and positions of long wires is layout-
dependent, and the sme circuit may have another lay-
out with shorter lines. We shall not go into the question Arars 2
of derigning layouts to minimize the presence of long ntroducing a driver by min
lines. Some work has been done on minimizing the length cuts in a layout

of the longest line in a layout for certain clases of
graphs ([PRSelJ. [RSell. [BLSZP)). but, as we mention in Given a long line w of length I in a layout, an area-
section 6. the minimization criterion in our case is a efficient way to achieve signal speed-up would be to
different one. which has not been studied so far. We will. introduce a long skinny driver (the natural design) along
therefore, assume that the layout is given, and we will portion of . (se fure 1). However. ViS] layouts are
introduce drivers where needed by iaion .016 sDam- dense in general, and the above scheme will not work if

* mins without distorting te layout confgurtion, there are vertica lines present in this region. In such a

A long wire is a bidirectional element electrically, ease. we make two "cuts" or "slices" (a notion introduced
but in a VLSI circuit. it usually connects active unidirec- by Lesrson [LBO]) at the head A of sv. each kVT wide.
tional devices. to that the signa) always originates at one one each in the vertical and horizontal directions (figure
bixed end of the wire (which we will call the head of the 2). Any edge that is broken by the cut is then joined
wire) and propagates towards the other end. For the rest across the cut by a straight line. This forms a square
of this paper, we assume that wires come with the direc- region of k/T side at h with no edges or vertices from
tion of signal flow specified, and that bidirectional wires the original layout. We introduce the driver in this

O are decomposed (conceptually) as two edges connecting region. Thit construction does not disturb the layout
the same vertices, but having opposite signal flow. configuration. and introduces the driver by local expan-

As mentioned in the introduction, we assume that alone. It increases the length of each side of the layout

' the line Is purely capacitive. and the delay thus grows by the size of the cut. 1f also tircresees &V k%1, the

linearly with 1. the length of the line. This delay can be lenguth of each herisoteal Wuf 4t the layout which tnter-

reduced by using drivers to speed up the signal. Many esecf the wertisel Mtne draut through h and each ertticl

different types of driver designs are possible, and they u~o that itersecta ths arientsl Ldae dreum through A
differ in the signal speed-up they offer, and the area they Thens other wires will now require larger drivers then the
occupy. We analyze these time-space trade-offs in se- ones they would have needed in the absence of a driver

tion 4. For the present, we assume the most familiar at h. The introduction of drivers at these other lines will.
type of driver, which reduces the delay to *log 1) at the in tun affect the lengths of more lines, and could even
expense of occupying 9(l) area. e also assume that the Increase the length of u so that the area of its driver

driver can be laid out in a square of side k V7. for memo would have to be revised upward.

".,
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" ._ . We are now in a position to state the problem we ore let a, be a new variable defined by
goinf to analyze:

OIIDUWe a VLSI input sth cartan edges spectf ed e #jam+dl
&ao# g wres. %Aist ts the increase tn the aea ofLA it sd u sg *d1 +dg
ft the uvorgt cwe uden d*es are used to speed up sig-
waas smong thass Log uies?

SA Wofmeaa Rxaple a dm.±g
Consider the graph layout of figure 3. It ocosists of

a square mash on wt vertices (assume n even), together (wi
with It/2 long horizontal lines ws. wt. ' •. /S. If we
assume the vertices to be laid out in an xnu grid (there a V-8746

*i will be a slight expansion needed to accommodate the
long wires along grid lines, but we can ignore this for Por convenience. define s 0 em. Note that sj+t gives the
"order-of-magnitude" arguments) and lot ma n/ , then width of the layout from the rightmost end to the left
w I runs from vertex (me.1) to vertex (n.1). iuu runs from end of the ith driver, and elm+m gives the length of each
(i -1-2) to (vit -1.2), ' •. and uau runs from (1,m) to side of the layout after the introduction of drivers on all

, .,(m + 1,m ). The signal goes from left to right along each of of the long wires. We find bounds for this value below:
these of these lines. lama: There exist constants &I and kg such that for

any integer m >0.
ka(34m i a & kstsiv for d brP.

(.rt - - ~n)Psoo We prove both sides of the inequality by induction.

Since team. the assumption holds for so for all values of4; 1. Asuethe result h.olds up to ,T.

>k "-, I+m +hk 1)%

: (1.1) --. -'- .1) ak,(e+i), i(k s-s2,) -k,

ioHence, sa,,#h+k(i+1)' for kl<(kt/4) and for
sufficiently large t. For k j(kl/9). the result holds forfiure 3 all vlues of . So we hve sta(kel )ie+m for all iko.

A graph layout with 9(nt) area and 9(n) long lines
of length 9(n) each Anss e 8stktt+m

Assumt the result holds up to sa. Then,
N% We consider now the increase in the area of the lay-

out when we introduce drivers on wires us to un. Notice s6*3=st+kV _tk0+M +k (k lieOre /a
that the presence of the underlying square-mesh struc- 0S1t~m +k ((kIt I'll for tm 1/2

ture forces us to make cuts to introduce the drivers. xkl(+ )k(2kv 1 (kg+1) A) fr k
Since s/2 drivers are introduced diagonally, and the
length of each wire is 0(n) to start with, the length of "s(t.+1)1+m for ks(k'/8).(. l+ 6/hk).
each side of the layout increases to at least S(n "n nI/), so
that the area of the layout increases from 0(n') to at Hence we have sG(k/8)(1+1 )t ., for

• least O(n ). However, this does not account for the t&a*4rm/. For 4ufY-. we need s -sknmm, and since
increase in the lengths of some wires due to the intro- ar, <mn+k -/r m +i 4 (l +k) ) the inequality holds
duction of drivers on other wires. We now derive a non- when ks&:Vl+2* -+2k.
linear recurrence relation that accounts for this effect. Therefore, s.skit'm for all ta~rm whmn
and use it to bound the increase in area as O(t). keimax( (kaS)(11.ISP) . *V'ii.Pk)

Since the signal travels from left to right along each The required result follows from combining the two
of the long wires. the length of im, is not affected by the inequalities..
Introducticn of drivers at the beads of the other long

* -v , wires. In general. the length of w, increases by exactly Thus, the width of the layou after the introductionthe ie~ths of the drivers introduced on w I to ,-s. If we of drivers, which is given by s.+m,. is a(in)G(n') and
let d4 be the width of each side of the driver for wire u. the area thup grows to exactly 9(n4). the square of the
then we have initial area. The width of the driver for ua. is given by:

% 0 a• (mk( +l~ /

43*(n~d 1 ifluk Nri
O i). for gaiIm.

Hence there are O(n) drivers of width O(n) in this lay-
wk-(m #T out. Note also that many of the short wires have their

• * jn . m
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lengths greatly increased by the Introduction of drivers inverter for ta 1.. -1 • . and let f, be the ratio of CL
for wires w a to uju,. For instance, the wire connecting the to the capacitance c, of the last driver (dgure 5).
vertex (1) to the vertex (2.n) has Its length increased
from I grid unit to 0(n) grid units. We may now want to
introduce drivers for ther wires. too. but since we a
deriving a lower bound in this section. we will ignore this "a"wdpoint. channel widtha

pon.(normalized) 1 faal-
The layout of Agure 3 is simple In the sense that it (cap. orm.) L

bas no mutual interaction: there do not exist wires uk ..
and wj such that the driver of uk Increases the length of
w$ and the driver of wj increases the length of u,. In
general, we could have a more complex pattern of long
wires in which such mutual interactions occur in many ges 5
ways. However. in section 6. we present the surprising A cequenoe of drivers for load cl
result that the penalty in area never beocne worse
than the square of the original area. We have l f a Ce/ a and the total delay through

% 4. Araae-DelayTradee for a Drivoer of a long Wire the stages is i(fl +f e• .,)t . If we fix each f t
to be equal to a constant f , then the delay

Whn ayiol(CL/C9), and this is the minimum delay we canWhen a large capacitive load cL is driven by an obtain up to a oonstant (see [MCSO]). However, the area
' ,;:inverter with resistan~ce rt. the delay is the product ricl obanutoacsat(ee[C0)Hwvr.hera

tr r a t d i p toccupied by the drivers in this case grows linearly with
%; (note that rl here refers to an "average" resistance. cL. a we show below, and it may be desirable to reduce

since the resistance and the delay vary depending on this area penalty at the expense of a slightly greater
whether the input is low or high. In what follows, we delay. We show below that such a epace-delay trade-off
make some other simplifications of the physical situa- exists. Some of these results are implicit in the work of
tion. but these will affect the constant factor only. so ,in and ,inhoim [LL75] and Jaeger[J?5].
that the "order-of-magnitude" results hold). If the resis-
tance and capacitance of a minimum-size inverter are ri Let the area occupied by a minimum-size inverter
and c4 respectively, then the basic unit of delay is tar, cl be A,. Then. an inverter whose channel is ti-nes as
and this represents the delay when a minimum-size wide as a minimum-size inverter requires an area ofinverter drives the gate of another minimUM-Si2e about f A4. Hence the total area A occupied by the

inverter. In terms of this unit t. a minimum-size inverter sequence of drivers with logarithmic delay is given by
driving a load capacitance cl causes a delay of CLI / C1.
and this grows linearly with the load capacitance. When A-A.(I+' +f . .+f
the load is a long wire. this delay grows linearly with i. =0(j")
the length of the wire, assuming the width and thickness O(cL).
of the wire remain fixed.: .. Now, consider the general sequence of drivers described

above. The area occupied in this case is

Assume that we can tolerate a delay of 0(lW).O<q <1
£uJf JTS (u( Lf :'Se), Since the area of the last driver dominates

t9aISTI I lt/f f lI the above expression for area, we look for the smallest
size for the last driver which will still result i, a delay of

", ( i cnot mo-e than (111). Since c€ j'/f,, and the delay
channel width of inv. I f (minimum channel width) through the last stage is f t, the best we can do is to set
chann .l width of inv. 2 = fr (channel width of inv. 1) f w9(1'), and this results in an area of 9(1' ') for ;,,.

Now, the question is whether we can accomnodate the
Sfigure 4 other drivers to occupy not more than 6U i-c) area and

Delay on one stage of a driver sequence cause no greater than 0(11) delay. The answer to this is
'yes'. and in fact. we can accomplish this in many ways.
We describe one method of doing this, which minimizes

To reduce the delay to more acceptable levels, we the constant on the delay term. For this. we make c,
use a sequence of drivers with successively wider chan- the load so that we need to drive a load of *( 1 -). We
nols to drive the load capacitance. To understand why know from the design for drivers with logarithmic delay.
this scheme works, consider the delay when one inverter that this can be done w.th O((-, )log 1) delay and arca
with channel width fI times the minimum-size inverter 8(11' ) using *((log r./ce)) stages. Hence the total ares
drives the gate of another inverter whose channel is fe for the i stages remains (I 'I) while the delay is inore-
times wider than that of the driving inverter (we figure
4). The resistance of the first inverter is r,/fI and the
capacitance of the second inverter Is lf IfPc and hence We have thus shown the following Interesting area-
the delay of this stage is lf t. If we now have % Inverter delay trade-off for the driver of a single long wire of
stags, starting with a minimum-size inverter as the first length 1: FA oy V, <9 <1. ue can doer4n a drwer urith
stage, a driver with a very wide channel as the nth stage delay 0(1) aid ers-delay product 9(l). If. tuIoer %;f
to drive e , and intermediate stages with successively need to educe the deLey to *(Iog 1). wAch tis the
wider channels, then the total delay Is the sum of the mInut n delay chiseble, taen tM area-d1asy product
delay through the n stages. Let l be the ratio of the goesup too(l iog I).
channel width of the 4.lst inverter to that of the tth

9:

.. .. - .. .. . . . . .C



-*6-

D. An Uppr-Douad Proo Techique Using RW-Puts by

Lot F(z,.s. . ) aea mapping from 20 to 3m Ir(Z,....,,)=,(I+ d6gi)P , when (g+tdfux)X.O.
defined by $eIaD., otbel-wse. Cx)

.F(z. - ,a) =(J,(s. .t.). f (z i. at)). where k and It are positive onlstants. Op<l. and

where each f, is a mapping from 3m to It Then, a 096sK. for some positive constant K. Usualy. dv is

" . fiued-poMt of F is a vector (a ,  .a3m)C- such that either 0 or 1. For such functions, we have the following
oorollary to Theorem 1.

S. for 4a1. Corollar7 1.1: Let F be a mapping from 3m to I& given
by

* The following ore some well-known results from real F(za. ""m)((z " )..-.. a(z a..
analysis (see e.g., Bertle [B64]). wbere the f,'@ are given by (1). Then F has a fixed-point,

each component of which is positive and has magnitude
Brouwer 1"ze at Theorem Let 8>0, and lot 0 be the no greater than ft. where
hyperaphere defined by D a Izc~m.Isl5BI. Then, any Rumai(tQP. (.h.,,,," 1 1 -1 ), the *,'s
contiruous function with domain D and range contained being positive constants independent of m.
In 0 ha a fied-point.
In ac a Anxed-pontu Prod It is easy to prove that each ft has behavior fune-Usatio u6(z)= t(z. •••.a). Let r4.(a solution of the equs-

.f., et I Any real continuous function on a bounded closed ingz)Atx z.ler ssouonftheqa

set in Rm has a maximum and a minimum. tion h(Lt+ . 1 z)'xz). Then, since p<l. V, is sublinear

Phat 3 For 5>O. the hypersphere defined by D • with breakpoint r. Hence from Theorem 1. each coam-
|z EF':Ix ISBI is a closed bounded set. ponent of a fl ed-point of F has magnitude no more than

We will need the following two definitions: R. where R -max rt.

Definition 3 Let f (z, . .z ) be a continuous mapping Oe Assume that each 1,a(t dr,). Then we require
from 14 to 3. and let 9(s) be the mapping from RO to R# lei

'.1 such that for each R O. V(R) gives the maximum abso-
lute value of f in the closed bypersphere of radius

R vlm'. We call # the bhaifzr function of f. Note that by t
facts ! and 2. P always exists. r,,c€t(td4 P1P0-P). where . he maximum

possibhe value for each Otj is K. Hence. each coordmnate
"Def4nion 2 A function 9 (z) from R* to r is vbinsm" of the fixed-point is guaranteed to have a value no

in z Itf there exists an vaO such that. for all sar. we have greater than Ruk,,jtnV"1 -P ). for some constant ka,,
# (z)zz. We call r a breakpoint of the function g. (that depends on k and K).

We now prove
_ Ckse2 There exist 4's such that each k >( ,jr',).

Theorem 1: Let F be a continuous mapping from RO to T ea

NO given by Let it be the maximum value of such £* s. Then
,. ~... )(,(z......),....(=,. ... ,,). .Vrto(k), and hence we need ,t-li for some con-

and for each ft. let the behavior function #% be subinear
In z.* with breakpoint;r. Daen, sant h* (2k. Hence. In this case, each coordinate of the
1) the function F has a fixed-point within a bypersphere fixed-point is guaranteed to have a value at most

of radius r/m. where Ramax rt. and RtmU(k.k.j"LP-,(1-P)).

2) each component of the fixed-point is no greater than By combining the two cases, the required result tol-
fR in magnitude. lows. Clearly. since the range of F lies entirely in the

positive ortbant, each component of the fixed-point must
Proof To prove 1). it is sufficient, from Brouwer's be positive..
theorem. to prove that the range of F is contained on or
within the prescribed bypersphere when the domain is orllary 1.2: If at most r of the $4 can be nonzero for
similarly constrained. For this, it is sufficient to prove each function ft in (1). then each component of a fixed-
that. for each t. yt(R)aR. since this will guarantee that point of F is positive and ba magnitude no greater than
the Euclidean length of the range is no greater than R. where Rumax (kel,.
-r*JR But this follows immediately from definition 2.
since the functions 9, are subLinear with breakpoints rt. Pftd Immediate from the proof of Corollary 1.1..
and for each t. rjAR.

Note that, by requiring gt(R)sR for each t. we are & Gnerl Upper Bounds for Arse Penalty in Layouts
onstraining the range to lie within a closed bypercube with Dr

inscribed within the hyperspbere of the domain. This
- • additional restriction ensures that each component of We initially assume that a driver for a wire of length

the fied-point is at most R in magnitude, and this I can be embedded in a square of side kiP (ps;1/2).
proves 2). and the theorem.. When pai/2, this corresponds to the standard driver

In our application to layout problems, and in prtIc- with logarithmic delay. Since we are now proving upper
ular, to the problem of drivers. we will be interested in a bounds, we will assume all wires in the layout to be long.

% special class of functions ft(& ,•. • ,e):3m4R defined This may be a necessary assumption. since a wire that

V.%.

.. **.%- .-.
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was abort Initially may become long due to the Introduc- drivers. A similar resuljt holds for horizontal cuts. Note
tion of drivers on other wires (as we saw in section 3). that this means that we need make at most two cuts at

Now, assume that the layout is in an fuR' grid each vertical and borizontal grid position (the factor of
(,iai). Hence the area of the layout before introducing two &ripe* from the convention we adopted in observe-
drivers is A nvi'. We note the following points about long tior. 2 above, regarding the position of the cut). Thus, at
lines and their drivers In this layout: most 2(fn') outs will be needed to accommodate

- ,-drivers in any nxl" layout. The usdt s of the cuts need
1) If each long line is I units long, then there are at most to be determined, and we bound these values later in
.A/ long lines in the layout. this section to obtain Ught upper-bounds on the worst-

case area expansion caused by the introduction of
drivers.

4) If a wire bends (i.e., goes both vertical and horizontal),
Ithe analysis still holds. We assume, however, that a wire

bends at most a constant number of times, and hence a
wrI we can have length no more than Kh, for some con-
stant K.

5) 1t a wire is I grid units long, then Its length is affected
• (-''---- 4 - >-- by at most 21 other drivers. This worst case happens

when there are the heads of two long wires (either verti-
cal or horizontal) at each of the 1-1 Inner grid positions
of i., and the signal fBow on these wires is directed so

- that cuts are required on both sides of the grid position;
and there is a long wire at each end grid position of I&.
and each of these wires requires a cut on the side
affecting the length of wire w. This situation is shown in,A.. figure S.

figure 6
The position of a cut for a driver

2) The cut perpendicular to the direction of the wire is 4 -
always made with thr position of the head fixed, and on
the side the wire extefads (figure 6). Thus, if there art
two wires with their heads along the same vertical (or
horizontal) line and with opp~osite signal flow, their
drivers do not overlap the same horizontal (or vertical) '
regior.. Since this simplifl:ation at most doubles the - .
effect of drivers at any single vertical or horizontal posi-
tion. the "order-of-magnitude" results remain
unaffected. The cut in the direction parallel to the wire length of wire w 3 units
is made on the side of the wire which Lies on a clockwise
rotation from the wire (see again figure 6). With this figure 6
convention, we can introduce drivers on all four lines at Worst-case effect of other drivers on the length of a wire U
a vertex, If needed. initially k grid units long

Consider a general layout with "t long wires
qupw5 , '' ,iu of initial lengths 11.1g,-,,J. As men-

____ tioned earlier, bidirectional wires are treated as two
separate wires, with opposite signal flow. Let the driver
for the ith wire be embedded in a square of side d. W
need to solve for the d,'s, a1.2, .-mn. For this. we
note that the length of the ith wire. £4. is increased to anew value I,' by the presence of drivers an some of the

, other wires, i.e., we have

figure 7 i"
The effect of long wires with their with heads aligned

where I,, is nonzero If the driver of wire wincreases the
length of uo., and is 0 otherwise. Since we allow a wire to

3) Consider the situation in figure 7. All of the lines bend a constant number of times, a single cut can
have their heads along the vertical line expand a wire by up to A' times the width of the cut, and

through saj. and the signal flow on each wire Is such that hence 6 Is a nonnegative integer having value no more
a cut is required immediately to the light of w, to than K. fNow, the driver of wuj will increase the lengths of
accommodate the driver for each wire. In such a case, all horizontal wires that intersect the vertical line
the width of the widest cut is sufficient to include all through the head of u , and all vertical wires that iter-

'IYLrub h edo wadalvetclwrs htitr
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sect the horizontal line through the bead of tj (see become greater than CIP/(- Pl for Some constant €. The
m~ure 9). maximum width occurs in the came when Ia0(n) (since

this is the maximum value for 1. by observation 4). and
this width is bounded by cntv/('-P). The worst-case over p
occurs when p aI/Z and in this case the width is O(n).

I,.. But we know from the example of section 3 that a driver
"I---.can indeed become as wide as 9(n). Hence this bound is

Itight. There can be up to 0(n) wires In the layout (by
________ observation 1). and hence we may have to make 0(n)

cuts in each of the two directions, so that the layout areaam |6 will increase from Ann' to 0(no)sO(At). This upper
bound in the increase in area is again matched by the

.. 6 lower bound of section 3. For pe1/2. the area increases
to o((R /'( 1 )-)) o( A('-P).

If luO(n").Ocrcl. then the width of each driver is
Own .1 .=. O(t"'/

1
I"')). but by observation 1, there can be up to

The signal flow can be in either direction in 0(n t ') such lines in the layout. We thus have more than
each of wires %. to 0.. 9(n) drivers in this case. however, by observation 3. if we

make two cuts of width 0(n') at each vertical and bor-
figure 9 izontal grid position where drivers are needed (there are

Determining dq at most 4n such cuts), then we can accommodate all
drivers. Each side of the layout will expand to at most
*(n''V /( I -P) and the area grows toHence a simple preprocessing of the layout gives the O( 8*""C''))=s(An~('P)). Since rCl. this increase is

values for dfpij al. • • ,m. Note that we can treat both less than the increase for the case when v.1.
0 horizontal and vertical wires uniformly because of our If had a inre of thes of r .

assumption that the driver occupies a square region. If we bad a mixture of wires of varying length, the
-7-" Later, we will need to modify our equations when we con- width expansion is still O(ni/(11

P )) by the same argu-
oider drivers embedded in rectangles that are not ment. In the worst case, we may have to make a cut for

.The value for each is given by a driver at each side of each vertical and horizontal grid
position. There are 4n such vertical and horizontal grid
positions, and the worst case occurs when 0(n) cuts of
width 0(nP/(1P)) are required in each of the two direc-

a& d( dj',. (2) tions. We have thus proved the following theorem:
Jul

Let us rewrite equation (2) by defining d1 in a fune- Theorem 2. 1 the driver of a long wire of length I can be
tional form, and extending its domain to R as follows: embedded in a square region of side 0(lP).O<psl/2.

then the area A of any VLSI layout embedded on a square
,%=ft d)mk (1'+ jdj} t= 1. -m, when grid increases to at most D(A"('1)) with the introduc-

jai tion of such drivers along long wires.

$al We have already shown that this bound is tight when0 otherwise. p=1/ 2. We now show that this holds for any psi/2.

Let F(d" .. ) be the mapping from R to R defined Lomma: If the driver of a long wire of length I can be
by embedded in a square region of side O(lP).Ocps/ 2 .

*-.1- then there exists a VIM layout whose area increases
.. (d""" .)z( .j(d) d)' " f1t(di" dm)). from A to f)(A 11 '1 )) when such drivers are introduced", along long wires.

Then the solutions of the system of equations (2)
- correspond exactly to the fixed points of the function F. P1oof We use, once again, the layout of figure 3. The

S, i.e., tc the values of d, c6 such that recurrence relation for s, is now

- ". ,rF(d, .d,)=(d,. • .d.).(

From the results of the previous section. we can now with seamen/2. As before, a+m gives the width of
immediately derive upper bounds on the width of each each side of the layout after the introduction of drivers.

-V driver. We first determine this for the case when the lay- We prove by induction that a. a(m -
out is in a square nzxwt grid. We later show that this is the Assume a, a c

- worst case. The result holds for #9 for all values of a. Assume that
% Assume that each 4 is I units long. and hence, from the result holds up to k-1. Then.

observation 5. up to 21 of the dq can be nonzero for each
%%: . Hence. by Corollary 1.2. each component of the fixed-

point ham magnitude no greater than R. where :C (-1/0'-'lin +k (c (4-1/'("+m)p
_-, c 4' ( - V)P+M +jtcP (i-1 /(/0 -V)

O q V Rma,(k IV ... •• .IM./.,(2I)P/(1-)) .ci/l0-p)((l.I/)I/(,-P)=O(l"( .9). *( (c )llt)'")

Hence the width of any driver in this layout will never



% Since pa1l#2, we have p/(l-)4I. and hence drives. i.e.. the natural design for a standard driver.) In
(3-/iP'tP~~l1/).Hence, this case, the convergence of the system of equations (3)

for specific layouts depends on the constant k 1. If k1,- 1,
#*c s 1-e40''00-1/ 00 +((k / C ')-)/ )+m then. clearly, drivers cannot be introduced in any layout

*ctl/1 -V)+mw when tatZ and cig( / 3)1/lI'). containing a long bidirectional wire. In fact, for any flixed
we also need alum +ipate4.+m. Hence, value for kl. we can design layouts in which drivers can-
g4/Sl,5 for all d and for not be introduced. as we show in the following theorem.

-6 eamin( (kl 3)"(1'l0. kmv ). Set mal In the min expres-
sion to obtain a value for c that In independent of in. Theorem 4: If the driver of a wire of length I must be

Toewidh o eah sde f tis ayot atertheinto- embedded in a rectangle whose length is ki, for some
dutoe ofidthor ci de of thi +sou aaeh no constant k. then there exist layouts in which drivers can-

ducton f drver Issin~~flin~l*1)fl~II~a)).and not be introduced on all long wires.
the required result for the srea increase follows..

Next, we consider the case when the driver is
'~- embedded in a rectangle that is not square. In this case.

we show below that, in the worst case, the longer side of 1.,n --- 4 (n.Y)
the driver dominates the summation in equation (2) by
proving the following theorem:

Theorem & Assume that the driver for wire euk of length >
I, can be embedded in a rectangle that has length
&,zkLt along the direction of the wire and width b,=kLt -

ir. the' perpendicular direction. If Oeskcl. then the . h. .

worst-case increase in the area A of a VLSI layout on a
V .. ~ square grid is max(8(A 1 (3-).B(A'l 1''))) when such >_

drivers are introduced at the beads of long wires. (ki . - - n.~

Proof Since the driver is no longer symmetrical in the 53
two directions, we must no'm modify the equations for the ue1
I~s to: gue1

*a)kaLe(d~sj~e~bJ)'A ayuttoprveThorm w*Proof Consider the graph of figure 10. It is the same as
A-f, bk~i~.~~ab.W (3) the one in figure 3. except that all long wires are b.direc-

-S-Jl~-I a,~b,. R~ letj lj" tional. We will prove that. for ,n2/k. drivers caninot be
introduced on all long lines in this layout. As before. let

'~.~where the domains off it and fag are extended to 9Ri' as us write out the equhtion for each dk. For instance,
in the previous case. The d0 s and the J#* are deter-
mined as before (see fi~ure 0). except that the first sub- dlr.A (Il.,.,2'.. +d4)
script of I refers to lines parallel to wire ii, end that of 2 4.k(lild4,#j. . d%).
refers to lines perpendicular to it. Thus, in figure 9. we

* have the following values: 6,~j=. dawjuO. dn~iro. 626.rul. (where mwan/2)). and the equations for the other dk's
6icim:1. dgO and the other values are all zeros. We can be written out by inspection. Since this is a system
now require the fixed-point of the function of linear equations, this can be rewritten in matrix form

L as

Adathl,
~, ~..(where the arguments on each fj~ on the right hand side

* are a 1 .c.a 1.3 . ..n ) Again. if each long wire is where A is an nx matrix of the coefficients of the d's. I
*(siP) long to start with, we obtain front Corollary 1.2. It a vector of the 4,'s. and d is a vector of the dk's. We
the fo:lowing upper-bound for the width of each driver: need a solution of this system of equations with each d,

nonnegative. For this, we note that the matrix A is en
Ruma(S('~1 ).~si"1 ''1 ) l-matrix when ws((2/k). and from the theory of such

u.*(,nP/(S'1l), where pumax(s.l). matrices, it is simple to prove that the system of equa-
tions has a solution with all components of d nonnegative

As before, the worst case occurs when rat, and this only when si< B/h [11P7].
-- * gvsuamaiu witof("l9)orecdrvrFor particular layouts, we may still obtain conver-

along its longer side. We still may need 9(n) cuts of this genes. but with a large area penalty. For example, the
width in each of the two directions to introduce the layout of section 3 (which has nio mutual interaction
drivers, and this gives us the required result for the between drivers end wires) will require area fl((l~k)"')
maximum increase in are*.* after the introduction of such drivers. This result is

This bound is once again tight, end the lower bound easily verified from the recurrence relation for a, which.

rcan be proved using the layout of figure 3 with ns/ 2 verti- in this case, is sau(l4.)st.l-
cal long Lines added on with their heads along a diagonal. We pointed out in section 4 that the driver has a last
Note that in this case. a or ( may be greater than 1/2. stage with a very wide channel that dominates the area

* . ~ and so the area blow-up will be more than the square of of the driver. Thus such a driver will. indeed. be very
.the original layout. In particular. UfpalI, the above bound long, and have constant width. The introduction of such

ceases to hold. (This will be the @ase for a long driver a driver in the circuit can be disastrous in terms of area
whose area is proportional to the length of the wire it blow-up (if not impossible). However, it should be po5 si-



ble to redesign the channel to occupy a more square does not carry over directly to VLSI circuits, since the
region, possibly with some penalty in the total area connecting wires here are also likely to fail, and the pro-
required. Thus, if the driver originally required area bability of failure increases with the length of the wire.

-, .(1). then this design might result in a driver of length This probability can be reduced by increasing the width.
o'.- . 9(1') and width (1) with O(L'')>S(L'), but with It is generally accepted that a fault can occur anywhere

O<s.t<1, Ir. such a case, drivers can aduntys be intro- on the surface of a silicon wafer with a constant probabil-
duced in any layout of long wires with a polynomial blow- ity. and thus. the occurrence of a fault can be modeled
up in area given by Theorem 3 (the degree of this polyno- as a random variable with a Poisson distribution. Under
mial will be very high if a or t is close to I). In practice, this model, It can be shown that the probability of failure

a we expect driver designs in square areas with no extra along a wire can be bounded by any constant t>O by
area penalty, and this results in the squaring of the area making the width of the wire proportional to the log of

. in the worst case. the length. But if the width is increased after the circuit
Finally, we look into the case of a rectangular VLS is laid out (arid this is the only logical way. since the the

layout in an iim ' grid (nan'). As before, if each long lengths of wires in the layout cannot be known before the
wire is I units long, then the width of any driver is circuit is laid out), then this will result in increasing the
O(lP-''.)) by Corollary 1.2. By observation 1. the lengths of other wires, and it is not clear what the global
number of wires in the layout is 0(un'/I)uO(A/l'), effect of many such local transformations is.
where A is the area of the layout before the introduction We analyze the general problem by assuming that,
of driers. If 1=0(n'). then we may have to make 2n in the worst case, a "cut" (as described in section 2)
cuts along the longer side, increasing Its length to would be required to make any expansion of one dimen-
0(n1P ' -P)), and similarly. Zn' cuts along the shorter sion of an element in the layout. Thus, to introduce a
side, increasing its length to 0(n' .p(l'91). Hence the driver of length I and breadth 0 at the head of a wire, we
area increases from wi' to 0(nn ,lb/C'P))(A#(" )). would require a cut of width I perpendicular to the wire,
If I--f)(n'), then, since the number of wires in the layout and a cut of width b, parallel to the wire, both at the
is O(iin'/1), the number of cdts along the longer side is head of the wire, in order to accommodate the driver. Of
also n-3 greater than 0(nt'/ 1). so that the length of that course, in particular layouts, it may so happen the corn-
side increases to 0((nn'/)I/C(l-)). The increase In porents are sparse at this region, and so the driver can
length of the shorter side remains O(W'.0"0-)). Hence be introducedi as it is without any expansion of the lay-
the area increases - to no more than out But we are looking at worst-case situations, and we
O(( n'/L)n'L/(I-))0(A (I-), since I=0(n) by will thus assume that the introduction of any element
observation 4. Hen:e the worst case area expansion for can be achieved only by making cuts of the appropriate
rectangular layouts due to the introduction of drivers is widths. Similarly. for wide wires in fault-tolerant corn-
no gr ater than that for square ones puting, the width of a wire is increased to wi by making a

To summarize, we have shown that cut of width o paraliel to the wire.
Our general construction is as follows:

1) if the drivers described in section 4 can be embedded 0) Lay out the circuit (or assume that the circuit layout
in a scuare regon without extra area penalty, then in the is given).
worst case. the area of a VlSI layout grow% quadratically 1) Number the spatial elements that are to be varied
with the introduction of drivers for long wires. This worst (usually this is a subset of the lengths and widths of the
case occurs when drivers require area proportional to lines, or the dimensions of processing elements or

f the length of the wire they drive (i.e., the standard drivers, but could conceivably include other objects) as
design); when the layout is in an nxi square and has vs1, v1, - - • . in some arbitrary order.
9(n) long wires of length 9(n) each; and when the intro- 2) For each spatial element %, identify the other ele-
duclicn of drivers requires 0(n ) cuts of width 9(n) in the ments v, that are made to expand by its presence. For

'F layout in each of the two directions. each such element, set 61 "k, where v, is made to
expand k times by the presence of v,.

2) if a driver requires a rectangular embedding, then the 3) The following system of equations defines the final
worst case increase in area is 0(A 1111-J1). where the values of the fts:
longer side of a driver rectangle for a wire of length I is
0(1) grid units long. lfpal, then there exist layouts for (1,+  6 ) .
which drivers cannot be introduced. = t=12..

T. ApplcaUo na Other layout Problems where L4 is a constant corresponding to the initial value
of some linear dimension in the layout, and f, deter-

The technique developed in the previous two see- mines the functional dependence of v, on the vj's. If. for
tions can be used in other related problems in VLSI. Con- each ft, the behavior function g9 is sublinear with break-

03 sider the following question: point ri, then an upper bound for the v,'s is given by R.
where

Giiien a VLSI lmjmst. uAha is the gLobcd effact of snaking eart
man local spaWti ex olovws that w utunt¥l iWseract? Rma r~.

I

The introduction of drivers for long lines is one Examples:
example of this problem. Another example is fault-
tolerant computing in VLSI. Von Neumann[vNbS] has 1) For drivers embedded in a square. v. is the length of
sugested a method of constructing reliable combine- a side of the driver of the ith line, and L is the length of
torial circuitry using components that have a certain the tth line, and ft(x)zk .z. for some constant k, and
probability of failure. The construction requires replica- for some p 1.
tion of the basic components many Umes-This method

•%.

-;,. .,. .. ". ..; '. . ". " • .,, /..'. -... .,...... .. .°.,,, . .. . ... ,.. . . . ..... . . .,.. . . . .,.... . . ... .... . . . . .... . ...
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2) For fault-tolerant computing, v, is the width of the my attention to the Brouwer fixed-point theorem. I also
t dth line. 4. is its length. and J,(z)sk -ins. for some con- wish to acknowledge help from Andrea LaPaugb in the
stant k. field of VLSI design, and from Bradley Dickinson in the

theory of U-matrices. I would like to thank all of the
.. a. Conclulon above, and Karl Leiberherr and Avi Wigderson for com-

ments that led to a better organization of the paper.
* In this paper we have analyzed the effect of intro-

ducing drivers to speed up signals along many long wires Refefmes
in a VLSI layout. We hae shown that. under all but the 1304] R G. Dar-e, lh fts oiks of Neal nalysie., John Wiley and Sons,
most naive of designs for a driver (i.e., the case when Inc., NgwYork.1B4.
drivers have constant width, and occupy area propor- JBP7h] A. Bran and R. J. Plemmons, No'svuwe Magness wi Am
bonal to the length of the wire they drive), these drivers Meowmascal Stuns*@, Academit Prem, New York, 179.
can be introduced with only a polyiomial increase in [DWI S. N. Rnatt and C. I. Laersin, "Nn1-i-Wag the losges edge in a
area. With the additional assumption that drivers can be VLI layout," manuscript, lab. for Computer Science. MIT, Camnridge,
embedded in a square region. we-bav shown that the Mam.

- area at most squares by their introduction. *U results [PPsi] G. Dilardi. M. Pfeclas. and F. P. Preparsta, -A criuq4e and. have matching upper- and lower-bounds. We-bave al'so apprasa of VLI models of compistion,' =. CMV 0^tras won tWq,/
-. .sbwn an area-delay trade-off in the design of drivers. At-esm ad Compu lf s. H. T. KXug. Bob $pro-All. and Guy 5teee,

and' we have generalized the upper-bound proof tech- ads.. Oct. 1,1. pp. S-L.
nique. Some open problems that remain are: DBK80] R. P. Brent and H. T. Kung. 'The cbdp compleithy e binary ar'.h-

metic.' in Fnic. of V h Annu~4Ial Syimposium on LAW 1)eVp of Con-
1) Given a VLSI circuit, is it possible to design a layout pvwng. Lao Angeies. April n00. pp, 100-800.
for it so that the presence of many long wires is "minim- (CM8si S. Chasele and L Homer, "A model of computation for V1SI

P ixed" according to a suitably defined criterion? Some with related complexity result." In Moe. of1Ve V &13h Ama Sympo-
work has been done on minimizing the length of the long- sium on Vi Pas o 1 mpmamg. May 1951. pp. 33-364.
eat wire in a layout for certain classes of graphs. [PRSSI] JnI] R. C. Jaeger. "-Comments on 'An op;Jmized output stage for MOS
and [RSBI] have derived bounds for trees and [BL82] integrated circuit." E . PSE SM.ae Civnius, June 197, pp. 185-
have extended the result to classes of graphs with 385.
separator 9t 1/2-,e>O or v/nIog~un,k&O. Leiserson's lay- (LI) P. T. lghtmu, "New lower brnd techLiques for V.S," in proc
out technique [LBO] minimizes the maximum edgelength S&ld Sygmp. en U Fiidatism of Camper Science. IEEE Computer
for classes of graphs with separator ns'. 1/2. Some Society, Oct. Ise), pp. 1-12.

- lower-bound results are presented in Leighton [LS). 1180] C. E. leiserson, -Am& efficient graph embeddings (r V'ic )." m
( However, our results on drivers indicate that it is not the Proc. *Sig Spmp e tanO Ibundwas of Cbfmpwugr Scince. IEE- Cor.-

presence of a single long wire that causes the worst-case puter Soc.ety. Oct. ISO, pp. 270-281.
increase in area. but rather the presence of moany long |LL75] H. C. Ln and L. W. linholm, "An optm.sed output stage fo M a$
wires in a configuration that requires many cuts. Even integrated circuis,"EL" IX. Solid Sude arciad, April 1975. pp. :0-
heuristics to prevent such undesirable configurations of 110.
long lines should be very useful. IC8O] C. A. Head and . C. Convy, Ihubrouchon to l/j* Daisan,

" Addtao,-Wesley, Reading., Has,. IO.
2) Is it possible to incorporate the presence of drivers in (1179] C. A. Head and H. Rew, "Car and performance of VLI comnp t-
our layout model, for example, by using nodes of variable g striutres." hEE . k,d Stale amL. Aprilr O. pp. 455-46.
size, and can we obtain area-efficient layouts under this 1PRS8)] H. 8. Paterson, W. L. Ruzso. and L Snyder, "Boi-nds o.t
model? Using such a model, we can re-examine the migumas edge length for comp;ete binary trees." in Prot. of Om 1iLh

*. upper-bounds that have been obtained for the layout Amu" SmVpeim afn Parov of Oamptng. Hay 191. pp 393-
area of many common circuits. In particular, upper- ns.
bounds for A.a)>O. shuld be re-examined under the ([S83] T. L Rus. sad 1 Snyder. "Hinimum edge length planar embed-

-. conte:ct of area-expansion caused by drivers of long ding of trees.* in CifL Vn0%ersae on W/FI Spelems ad Cmputstwn.
wires. H. T. Kung. Bob Sproul, and Guy Steele. ads. Oct. 1150, pp. 319' 123.

(70] C. D. Thompson. A O mvssay lhuS, for VLSI. PA.D. damer-a-
3) The numerical solution of equation 2: In section 6. we tion, Department of Computer Science, Carnegie-Me;on Unvers.iy,

. used the Brouwer fixed-point theorem to prove results 10,
on the existence and worst-case behavior of the solution (1S1] C. D. TbomPson. "The VLSI complexity of sortng." in CN' Cae-
of eqia'.ion 2 under various assumptions. However, the ese on 1%SISsolem and CbmipaWalns, H . Kug So Sp.-ou". s.nd
actual solution of the system of equations for particular Guy Steele. ods., Oct. 1001, pp. 1W 1 1
layouts still needs to be investigated. [vNS] J. van Ne rAn. "Probabiliric logics and the s.t.'hers o! re't-

able arganisms hm re iable comp ents." m Arbores S udies. C
* | 4) Modeling poly lines in MOS technology: We have E. Shannon end :. McCarthy. eds.. AMnls of Malewmar.el Studius No

modeled the wire as a purely capacitive load. However. 34. Princeton 'JUnvemty Pes. Princeton. N;, 1956.
poly lines have rather high resistance, and may be (V80] J. Vinlem&n, "A combsinatorial limit to the coa-.put.' poet- O

V better modeled as distributed RC-networks. At present. VLS! Crcudt,'" in Prot &Jet Sap on a AFm usdaheas Of cbmipje.
a, the best that can be done for such structures is to use a sciee. IEE Computer Society. Oct. IsO. pp. M3-300

driver of constant size after each fixed interval of the
wire and this reduces the delay from 0(12) to 9(l). where
I Is the length of the poly line. It will be very useful to
find a better way to speed up signals along such wires.

%" Ackmowledements I am greatly indebted to Professor
Richard Lipton for suggesting the problem, for useful dis-
cusslons and comments, and in particular, for drawing
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